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Preface

The person knowledgeable of the general subject

of this thesis will perhaps notice a very marked

similarity to two other theses accomplished at AFIT by

prior students who also had an interest in the

correlations between the solar wind, the interplanetary

magnetic field (IMF), and geosynchronous energetic

electron count rates (fluxes). These were the work of

Captains Warren Smith and Douglas McCormick of previous

GSO classes 83 and 84. In this study, new data were

gathered and analyzed but, rather than using the

classical methods of Smith and McCormick, the more

refined method of Time Series Analysis as described by

Box and Jenkins (1976) was used in an attempt to derive

models for the energetic electron fluxes (Box and

Jenkins, 1976). It is hoped that at least some of the

Amodels derived as a result of this thesis may be used to

more successfully predict the level of energetic

electron activity with sufficient lead time to allow

efficient control of the many satellites we have

operating in this energetic particle-filled region of

space. Moreov6.r, this thesis has been another attempt

to show that some relationship exists between the IMF,

the solar wind, and the energetic electron fluxes.
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Perhaps the greatest thing one learns from

taking on a project such as this is not just simply a

few facts about the subject matter. On the contrary,

what one "learns" for certain is the virtually

ingraspable enormity of physical processes at work in

the universe for which God has given us only a few keys

to try to understand. In short, I have indeed had a

humbling experience in composing this study.

Even more humbling is the realization of the

incredible amount of stored knowledge that those who

have helped me in this endeavor command at their mere

fingertips. Major Joe Litko is a brilliant man whose

near instantaneous and extremely accurate recollections

of the Box and Jenkins time series details never ceased

to amaze me. Concerning Major Jim Lange, I can only

sing similar praises. His knowledge of the physics of

the space environment is astounding. I am indeed

greatly indebted for the continuing patience and help of

these two individuals. I am also obliged to give my

thanks to Mr. Jim Ware, the AFIT School of Engineering

computer consultant for his much needed help in

transfering raw data from tapes to files in my personal

computer accounts. This enabled me to comfortably

analyzc the data -n ;ays I am used to. Aiiyone who nas
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had the misfortune of having to deal with reading data

off a tape knows what I'm talking about. Mr. Ware made

the data reading process a virtual ease for me with his

great command of the computer systems at AFIT. Thanks

also goes to Dr. Ray Klebesadel of the Los Alamos

*National Laboratory and Ms. Billie Dolen and Mr. Ralph

Post of the National Space Science Data Center for their

very courteous and concerned help in providing the raw

data for this project.

On the home front, where would I be without the

comfort and restoration of my loving wife, Jennifer?

Even in my darkest moments she was able to help me keep

my eyes focused on the goal and gave me reassurances
,.

that I was capable of completeing this project.

Finally, thanks be to the Lord. May I ever and

always be His instrument and a part of His plan for good

works.

*Michael P. Halpin
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AFIT/GSO/ENS-ENP/86D-1

Abstract

This project used a Box and Jenkins time series

analysis of energetic electron fluxes measured at

geosynchronous orbit in an effort to derive prediction

models for the flux in each of five energy channels. In

addition, the technique of transfer function modeling

described by Box and Jenkins was used in an attempt to

derive input-output relationships between the flux

channels (viewed as the output) and the solar wind speed

or interplanetary magnetic field (IMF) north-south

component, Bz, (viewed as the input). The transfer

function modeling was done in order to investigate the

theoretical dynamic relationship which is believed to

exist between the solar wind, the IMF B2 , and theS

energetic electron flux in the magnetosphere. The

models derived from the transfer function techniques

employed were also intended to be used in the prediction

of flux values.

The results from this study indicate that the

energetic electron flux changes in the various channels

x
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are dependent on more than simply the solar wind speed

or the IMF Bz. Also, most of the time series models

developed here (for both the individual energetic

electron channels by themselves and those developed

through transfer functions) were not suitable for use in

prediction, since the standard error of the forecasts

made using these models was unacceptably high. However,

A a few of the models did merit possible consideration for

use in prediction of fluxes. These were the individual

time series models for the 6.6 - 9.7 MeV channel. In

-i "addition, the transfer function models developed using

the solar wind as an input and the 6.6 - 9.7 Mel' channel

as an output may be of possible use. The channel

containing electrons with energies between 9.7 - 16 MeV

was also related to the solar wind via a transfer

function with a reasonable forecast standard error.

Finally, most of the transfer function models derived

with the solar wind considered as the input to a given

channel resulted in delay parameters of about 2 days

between the input change in solar wind velocity and the

observed output change in electron flux which supports

findirngs from prior studies.

Ni
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A TIME SERIES ANALYSIS OF

ENERGETIC ELECTRON FLUXES (1.2-16 Me%)

AT GEOSYNCHRONOUS ORBIT

I. Introduction

Background

In the years immediately after World War II and

the capture of various German secret plans for rockets

from their launch complex at Peenemunde on the Baltic

coast, the imagination of the scientific community began

to be taken with the possibilities for space exploration

inherent in such devices as the V-2 which could zoom to

altitudes many miles higher than had ever been

previously achieved. Indeed, Dr. James Van Allen of the

University of Iowa conducted a 1958 experiment with a

V-2 spinoff, the Jupiter, which like its parent was

developed by von Braun (Boyd, 1974:28). Van Allen put

together a small package for the Explorer I satellite ir.

'hich he installed Geiger counters in the Jupiter's

payluad and then helped launch it into space to continue

the high altitude cosmic ray studies which he was then

c-cridciting (Glasstone, 1965:543). To Van Allen's surprise,

he found that, the term "space" apparently was a misnomer at

least in the near-earth sense. The Geiger counters

I1
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recorded very high amounts of energy which caused a

great bewilderment in the scientific community as to the

energy's source. The Van Allen belts, as they are now

called, are regions of very intense energy particles

which extend from altitudes about 500 miles above the

.. earth's equator to over 40,000 miles. Thus, man began

to realize that this area of "space" (the magnetosphere)

isn't just empty but is literally filled with these

tiny, high energy particles.

But what are these particles, and where do they

come from? A good portion of them are energetic

electrons and protons which have become trapped in the

earth's magnetosphere. It is believed that many of

these particles are produced by solar disturbances,
a-,.

carried outward from the sun by the solar wind, and then

deposited into the magnetosphere by a little understood

mechanism which allows the Interplanetary Magnetic Field

(IMF) to "link" up with the earth's magnetic field

(Akasofu, 1983:179). Thus, the particles of the solar

wind are allowed to enter the magnetosphere where they

are subsequently accelerated and become "trapped" along

the earth's magnetic field lines. The kinetic energy of

these particles is very large which implies that they

.5- are extremely fast moving. The energies of the

particles which will be dealt with in this study are in

2
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4 the range of 1 to 16 MeV. One MeV is 10 6 electron volts

where an electron volt is equal to approximately ].6 x

10 - 1 9 joules of kinetic energy. Taking into

consideration the very small masses involved, it should

be apparent that the velocities of these protons and

electrons are extremely high in order to produce

energies of the magnitudes cited above. Indeed, with

regard to the energetic electrons which will be studied

~here, the electrons must be considered in a relativistic

l sense, since their velocity may approach and in some

cases nearly equal the speed of light (3 x 10 8

meters/sec).

The next question concerns what the implications

are for our operations in space given all these

particles in the near earth space environment. The

implications are many. They can, for example, cause

difficult problems for our spacecraft deployed in

geosynchronous earth orbits inside the magnetosphere.

High levels of flux (defined as the measured number of

particles passing through a unit area per unit of time)

of these small energetic masses can cause such maladies

as: (1) spurious event sensing of surveillance

satellites, (2) uncommanded tumbling motions of the

satellite, (3) degraded sensor and/or electronics

capabilities due to particle energy absorption over a

3



long period of time, (4) altering- of satellite surface

coatings such that. the satellite's operating temperature

is increased above the optimum, and (5) radiation

sickness, cancer, or gene mutation for astronauts

traveling for any extended periods in such conditions

(Lange, 1982:III-D-21,22; Spjeldvik and Rothwell,

1983:113).

Since it. is imperative that we have satellites

operating within the Van Allen belts in the

geosynchronous region of space (approximately 22,700

miles altitude) for communications, surveillance, and

exploration, and since the exact mechanism for the

%- changes in flux of these energetic particles in the Van

Allen belts is not well understood, statistical methods

are used in an attempt to help explain particle

behavior. Having some ability to predict when changes

in flux levels might occur is a very desirable goal

since such a capability would allow (given sufficient

lead time) more efficient control of satellites which

might be exposed to potentially harmful flux levels.

For example, in the event of a forecast particle

substorm, sensitive satellite subsystems might be turned

off so as to avoid the deleterious effects of increased

flux levels much as a personal computer owner might turn

off his system at the onset of a thunderstorm to avoid

4
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the potential for damage due to lightning strikes.

Thus, many statistical studies of these energetic

particle fluxes have focused on classical methods such

as correlation analysis or analysis of variance (ANOVA)

in attempts to link measured particle flux levels

(recorded by a number of satellites which the US

currently has in geosynchronous orbit) with other

magnetospheric parameters which are also measurable by

our satellites or at ground stations. The idea is that

if a given magnetospheric or solar wind parameter can be

used with sufficient lead time (say one to two days) to

predict an increase in particle flux, then the parameter

S""may be used as a basis for satellite command and control

decisions.

One of the key areas of interest has been the

belief on the part of many geophysicists that there is a

relationship between changes in the solar wind velocity,

the north-south component of the solar wind (or

interplanetary) magnetic field (IMF), and the levels of

flux of energetic electrons in the magnetosphere

(Paulikas and Blake, 1978:2,10). Studies of note which

have made attempts to correlate such parameters via the

classical methods mentioned above are those of Smith

(1983) and McCormick (1984). Smith, employing data from

June 1979 to April 1982, used a correlation analysis and

5
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ANOVA of solar wind speed, IMF, and energetic electron

flux level data and concluded that there was only a weak

correlation (largest value of R 2 = 0.2582 when two-day

old solar wind data used) between solar wind speed

readings and energetic electron flux levels (Smith,

1983:42-50). Also, no significant correlations between

the IMF north-south (Bz) component and e- flux levels

were noted (Smith, 1983:54). McCormick, with the same

data set, used methods similar to those of Smith and

came to virtually identical conclusions, but he also

found that solar wind correlations with increased flux

levels were slightly higher when the IMF north-south

component was negative (ie, more southward oriented).

To elaborate, R2 values were 0.269 and 0.313

respectively for the correlations between squared two

day old solar wind speed values and energetic electron

flux values from the two lowest electron flux channels

of 1.2 - 1.8 MeV and 3.4 - 4.9 MeV. These R2 values

were attained only when the IMF north-south (Bz)

component was negative during the same time at which the

solar wind speed was measured (McCormick, 1984:51-63).

This tended to support existing ideas that a southward

oriented Bz component of the IMF seems to result in more,
enhanced flux levels (Potemra, 1983:279).

6
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Despite these sometimes discouraging results,

the scientific community continues to believe that some

sort of relationship exists between the IMF Bz, the

solar wind, and the energetic electron fluxes, and

further study in this area seems warranted (Paulikas and

Blake, 1978:1). In fact, a number of other studies have

very much established that a statistical relationship

does exist when electron fluxes of lower energy are

involved (Su and Konradi, 1979:25).

Objectives of the Research

A comparatively new and unused method of

statistical analysis for data taken over a long time

period is that of Time Series Analysis such as that

described by Box and Jenkins (1976). With the advcnt of

very powerful computers and the availability of

statistical programs such as the BMDP Statistical

Software package, the capability to do analyses like

that of Box and Jenkins now exists. Therefore, the

objectives of this research will be twofold. First, a

Box and Jenkins time series analysis of energetic

electron flux data will be performed in an attempt to

define models which may be used to predict changes in

flux levels. As stated earlier, such models might. allow

the prediction of potentially dangerous fluxes with

7



sufficient lead time to allow better control of affected

spacecraft. Second, since one of the main concerns of the

geophysical/astrophysical community is in the linkage

between the solar wind velocity, the north-south (Bz)

component of the IMF, and the changes in flux levels of

energetic e-, an attempt will also be made in this study

to relate these entities via time series transfer

functions. The scope of this study will be limited to

data taken in the time period between April 1982 and May

1986, a period somewhat longer than that in the studies by

Smith and McCormick. It should be emphasized that some of

this data may be discarded due to the way in which a time

series analysis is conducted. The finer details of a time

series analysis as described by Box and Jenkins will be

presented in the Detailed Methodology section of this

report.

Overview

This report includes a literature review of

articles on geosynchronous particle flux and its

implications (Chapter I), data preparation and use of

computers (Chapter III), a detailed look at the Box and

Jenkins time series analysis (Chapter IV), a presentation

of results (Chapter V), and finally, appropriate

conclusions and recommendations (Chapter VI).

8



I. Literature Rev'iew

One of the most obvious points concerning a

literature review in the general field of magnetospheric

phenomena is the abundance of articles. This is due in

part to the commissioning in the mid-1970s of the

International Magnetospheric Survey (IMS) "in which a

coordinated effort was made to understand magnetospheric

processes" (Russell and Southwood, 1982:vii). The IMS

4. was created by a group of concerned geophysicists who
felt that more research was needed concerning the

EL magnetosphere. The coordination of the many projects

resulting from the multinational commitment to the IMS

has been and continues to be carried out at the level of

the participating scientists from each nation. The

result of the IMS has been a virtual (and much needed)

flood of research projects and interest in the

magnetosphere and its mechanics.

One of the best publications for finding

literature on magnetospheric processes is the space

physics portion (blue colored volumes) of the Journal of

Geophysical Research. This is a monthly publication

which is filled with the studies of the world's leading

space physicists. Many of the articles cited here came

from this journal.

9
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The way in which one chooses to conduct a

literature review of the magnetosphere is dependent on

the specific project concerns. In this case, it was

decided to look at articles and books associated with

the general theme of the interactions between the IMF,

the solar wind, and the flux levels of energetic

particles observed in the magnetosphere. Also, were it

not for the fact that these energetic particles pose

difficult problems for our spacecraft, one might easily

surmise that the intensity of research in this area

would be somewhat lessened. Consequently, reviews of

articles concerning the difficulties of space operations

in the magnetosphere along with ways of predicting

hazardous conditions there also seem appropriate.

Magnetospheric Interactions

A generally accepted theory is that the particle

energy flux in the magnetosphere is greatly controlled

by an as yet undetailed mechanism whereby the

interplanetary magnetic field lines link with the

earth's magnetic field lines. According to Nishida,

extensive examinations of both ground based and space

based observations have led us to believe that the

energy supplied to the magnetosphere "proceeds mainly by

a' reconnection between the lines of force of the IMF and

10
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the geomagnetic field" (Nishida, 1983:185). When this

occurs, vast. amounts of energy in the form of particles

carried along by the solar wind are allowed to enter the

magnetosphere where subsequently these particles are

accelerated to extreme speeds and become trapped along

a the earth's field lines. Pauiikas and Blake, in an

earlier study of 11 years of data on electron fluxes at

geosynchronous orbit, found that the "efficiency of

coupling" between these solar wind particles and the

magnetosphere is apparently controlled by the "IMF

direction as well as the solar wind velocity" (Paulikas

and Blake, 1978:2).

-, Part of the problem in developing a deeper

understanding of the processes controlling the rate of

energy inflow to the magnetosphere has to do with the

vastness of space itself. According to Baker, the very

great distances involved make it extremely difficult to
,,

probe the system concurrently at enough different

points to truly understand the ccmplex relationships

between its different parts" (Baker, 1982b:5917). Su

and Konradi, in an earlier paper, were in agreement and

stated that "the observations made by a single

spacecraft so far fail to resolve the temporal and

spatial variations of the environment" (Su and Konradi,

1979:23). Nevertheless, by correlating data from

O11 ,



different satellites located in different parts of the

magnetosphere and by systematically moving these probes

so as to sample different areas, the work of

understanding the processes continues. An example of

such a study was that conducted by Baker in which he and

co-workers developed a model of energetic particles at

geosynchronous orbit by studying and analyzing the data

sent back from six different satellites at different

points in the magnetosphere during the occurence of a

substorm on July 29, 1977 (Baker, 1982b).

Regardless of the actual mechanisms controlling

the rate of energetic particle inflow, it is widely held

that the solar wind is the driving force behind the

inflow and holds the secrets to further understanding.

In a recent study of high energy magnetospheric protons,

Baker et al noted from their work that increases in

energetic electron intensities (above 0.2 MeV) track

closely with the solar wind velocity (Baker, 1979:7149).

They also noted that virtually all substorms are

accompanied by some observable injection of electrons

with energies > 30 KeV. In a different article, Baker

stated flatly that the dynamics of the magnetosphere

"may be effectively discussed in terms of energy input

" . from the solar wind into the magnetosphere" (Baker,

12

OI



.; .. .....

1982b:5917). Nishida again echoed this feeling in a

later report (Nishida, 1983:185).

Still another facet in understanding the

interactions is the part played by the north-south (Bz)

component of the IMF. Numerous studies have shown that

increases in energetic particle flux seem to correlate

well with a negative (or southward oriented) Bz.

Researchers involved in such studies included McPherron

who in observations of substorms foui.d that the growth

phase of these storms occurred during southward oriented

.-. Bz components of the measured IMF (McPherron et al,

1973:3131). Studies conducted by Russell in the

following year came to the same conclusions (Russell et

al, 1974:1108). Moreover, a 1977 study by Caan and

others again reached the same conclusions regarding the

onset of substorms following a prolonged (two hours or

more) southward turning of the IMF Bz (Caan et al,

1977:4837). More recently, statements by Akasofu and

Baker on this subject only serve to emphasize the

unanimity of the geophysical community concerning the

appropriateness of this theory. In a 1983 paper,

Akasofu wrote,

* * 'it has been found that the north-south

component of the solar wind (or interplanetary)
magnetic field is one of the most important
parameters which link solar wind disturbances
and magnetospheric disturbances. . . Thus, it is

13

'



crucial to understand the physical causes of
theta (the north-south component of the solar
wind magnetic field) and its time variations in
linking solar wind disturbances and
magnetospheric disturbances (Akasofu,
1983:179,181).

Baker was more to the point when in a later article that

same year he stated,

* .a southward IMF (Bz < 0) gives rise to

enhanced magnetospheric activity, while a
prolonged northward IMF (Bz > 0) is followed by
quiet geomagnetic conditions (Baker and others,
1983:6230).

There are many more geophysicists in the available

articles who are of the same beliefs.

Another point is also brought out in the

literature and bears mentioning here. In a study to

determine the effects of the solar wind on

,*., magnetospheric dynamics, Paulikas and Blake noted that

increases in the solar wind velocity as well as the

aforementioned southward oriented IMF correlated with

increases in the numbers of energetic electrons in the

magnetosphere (Paulikas and Blake, 1978:2). In fact,

S Othey were so adamant regarding the significance of the

solar wind velocity that they went on to state that the

"velocity of the solar wind is the most important

parameter in organizing the flux levels of energetic

electrons in the outer magnetosphere" (Paulikas and

Blake, 1978:16). As part of their study they also

14
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showed that increases in the flux levels of energetic

electrons ( > 3.9 MeV ) correlated well with

-A approximately 2 day old solar wind speed data.

Specifically,

Starting about a day or two after the solar wind
stream first reaches the earth, the fluxes build
up in correlation with the increasing velocity
of the solar wind (Paulikas and Blake, 1978:11).

This is in general agreement with the findings of Smith

A. and McCormick who, as noted in Chapter 1, found some

amount of correlation between two day old solar wind

speed data and increased flux levels.(Smith, 1983 and

McCormick, 1984). One interesting side light to the

Paulikas and Blake paper has to do with their

'0 observation that the most marked variability of higher

energy electron fluxes is associated with the 27 day

solar rotation period (Paulikas and Blake, 1978:22).

This is a characteristic which will clearly present

itself when the results of the analysis are presented

later on in this report.

* Thus one can summarize the literature that

surrounds the interaction aspect with three

observations: (1) the solar wind is the energy provider,

(2) the IMF linkage with the geomagnetic field is the

key which apparently turns the energy flow on and off,

and (3) the solar wind velocity, perhaps more than any

15
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other parameter, is a good indicator of the amount of

energy available for inflow to the magnetosphere.

, Operational Hazards

In a 1979 study, Grajek and Mcpherson stated

that "a significant number of satellite operating

anomalies are due to differential charging of spacecraft

surfaces and resultant discharges" (Grajek and

McPherson, 1979:769). They went on to observe that

though most of these anomalies have had little impact on

the spacecraft mission, some have been serious enough to

result in total failure of the spacecraft power system

-. (Grajek and McPherson, 1979:769). A separate study of

the Van Allen belts in 1983 detailed some of the

possible anomalies such as "detector malfunction and

degradation, optical system degradation, memory system

alteration, and control system malfunction or failure"

(Spjeldvik and Rothwell, 1983:113). The study also

cited the possible biological effects and implications

* for manned space operations (Spjeldvik and Rothwell,

1983:113). The main measure of damage done by

penetrating energetic radiation or particles is

*l radiation dosage or rads which is a unit of energy

defined as the deposition of 6.25 x 107 MeV in 1 gram of

. material. According to Spjeldvik and Rothwell, one of

16
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% .' ~*the major concerns is "the on-orbit lifetime of

microele2tronic devices that are designed to a specific

level of radiation 'hardness' (such as 104-105 rad)"

which dictates a "trade-off between orbit choice and

system lifetime" (Spjeldvik and Rothwell, 1983:114).

Since just a single energetic electron of the type

analyzed in this study may carry as much as 16 MeV, it

is easy to see why space operations in the magnetosphere

can not be taken lightly. In addition, the study noted

that the upper limit for human tolerance to such

radiation is only about 500 rads (lethal) while lesser

" amounts can cause serious biological damage (such as

gene itation or cancer) (Spjeldvik and Rothwell,

1983:121).

Therefore, given that man has found it necessary

to operate spacecraft in the magnetosphere for a host of

.4 reasons, it will behoove us all to understand as much

about magnetospheric processes as possible and to

develop relationships for the prediction of such events

so that sufficient lead time is available for spacecraft

control. To a great extent, the practical approach up

till now has been the observation of significant

magnetospheric events and the correlation of these with

measured geophysical parameters.

17
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Prediction Methods

Numerous studies have been conducted for

determining the correlations between events observed in

the magnetosphere and measured parameters. An example

of one of these studies attempted to prove or disprove

previous correlations between such things as observed

spacecraft anomalies and local time, geomagnetic

activity, the day of the week, and the season (Grajek

and McPherson, 1979). The study concluded that the

anomalies are, with 99.997% confidence, dependent upon

geomagnetic activity as measured by the index DST w,-here

DST is a measure of the equatorial disturbance produced

by magnetic storms (Grajek and McPherson, 1979:774). Su

and I{onradi also derived a model for particle flu'.

intensities at =geosynch ,onous altitude using a thk.i:!
order polynomial curve of best fit for their a -ailail.

data cuncerning particles of the energy range 70 -

41,000 eV (Su and Konradi, 1979:27). Durin-f their- stud,.

they also showed that geosynchronous particle flu:

intensities correlated well enough with the auro -al

electrojet (AE) index to indicate a definite causal

relationship, while the flux intensities did not

correlate well with the geomagnetic planetary (Kp) index

(Su and Ionradi, 1979:26,27).
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Others have taken the approach of trying to

directly include characteristics of the solar wind in

their representations of magnetospheric processes. In a

1983 paper, Akasofu derived an equation for total energy

output rate of the magnetosphere which contained, among

other factors, the solar wind velocity and the square of

the overall solar wind magnetic field magnitude

(Akasofu, 1983:176). McCormick pointed out that this

approach considered the magnetosphere to be a "driven"

system rather than an "unloading system where substorms

occur from energy accumulated in the magnetosphere and

(are) released by some instability" (McCormick,

1984:16). Crooker and others after looking at six-month

and yearly solar wind speed averages found a high

correlation with geomagnetic activity and subsequently

suggested that the product of the southward component of

the IMF and the square (or higher power) of the solar

wind velocity seemed to correlate well with geomagnetic

activity (Crooker et al, 1977:1933-1936).

Alas, there are many theories concerning ways to

predict particle flux in the magnetosphere, but as yet

there is no universally acceptable way to predict, much

less describe, magnetospheric processes. Perhaps

Paulikas and Blake summed up the hopes of many space

researchers when they stated:
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. . it seems clear that the presen~t results
already offer some hope of both short-term and
long-term prediction of the energetic electron
radiation in the outer magnetosphere if a
sufficiently accurate prediction of the
parameters of the solar wind are available
(Paulikas and Blake, 1978:33).

With the hope of deriving prediction models for

energetic electron flux in the magnetosphere based on

the Box and Jenkins time series analysis methods along

with the same hope for deriving a relationship between

the flux and the IMF/solar wind speed via transfer

functions, let us go on to consider how the data were

prepared.
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III. Data, Software, and Computers

Data

The data for this project were supplied by two

sources. The Los Alamos National Laboratory and the

satellite 1979-053 were the source of one set of the

data. The National Space Science Data Center through

readings from the IMP 8 and ISEE 3 satellites was the

other.

The Los Alamos data was originally sent on a

magnetic tape and contained, among ten variables, daily

* average values of five energetic electron flux level

channels covering the time period from April 1982 to May

1986. The details of the orientation of satellite

1979-053 and its sensors which record the flux values

are available from Baker et al. The five channels

mentioned contain measurements for flux levels (count

rates) in the ranges of 1.2 - 1.8 Mev, 3.4 - 4.9 MeV,

4.9 - 6.6 MeV, 6.6 - 9.7 MeV, and 9.7 - 16 MeV. Two

different detector packages aboard the satellite

collected this data. The lowest energy channel (1.2 -

1.8 MeV) was collected by a solid state detector.

Henceforth, this channel's data shall be referred to as

the SEESSD data channel (where "SEE" is an acronym for

spectrometer for extended electron measurements and
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"SSD" stands for solid state detector) (Baker et al,

1982a:83). The last four channels were collected by the

other onboard detector and will be referred to

henceforth as the SEEI, SEEII, SEEIII, and SEEIV data

channels respectively. One point which should be made

is that the flux values measured are simply the count

rates which are not the same as the standard units for

flux levels (particles per unit area per unit time).

However, the correlation between count rates and the

standard units is direct, so the measured count rates

may be used in an analysis just as the data converted to

standard units could be used.

Regarding the second set of data supplied by the

National Space Science Data Center (NSSDC), once again,

the data were sent on a magnetic tape referred to

commonly by the NSSDC as the "Omni Tape". This tape, in

addition to containing the pertinent values for solar

wind speed and the IMF components, contained readings of

no less than 37 different parameters. The big

difference between this data and that supplied by Los

Alamos, however, was that the Omni Tape contained hourly

readings of all these different parameters over a period

stretching from April 1981 to April 1985. This meant

that the data in its raw form was contained in a five

megabyte file with much of the information irrelevant to

22



this study. Consequently, a computer program had to be

written to allow compression of the original Omni Tape

supplied into a more manageable file containing daily

averages. This was done in order to synchronize daily

average values for the solar wind speed and IMF with the

daily average readings contained on the Los Alamos tape

for the energetic electron fluxes. Though the NSSDC

obtains their Omni Tape data from a total of 17

different satellites, the majority of the readings for

the solar wind speed and the IMF component values come

Nfrom the IMP 8 (for International Magnetospheric Probe)

and ISEE 3 (for International Sun-Earth Explorer)

spacecraft. The ISEE project is a joint NASA-European

Space Agency effort to study the outer magnetosphere

(von Rosenvinge, 1982:1). Once again, details

concerning spacecraft orbital parameters and

instrumentation are available from McCormick (McCormick,

1984:7) and King (King, 1982:10-20).

0 Overview

As a first action, both tapes were read into

personal files on the CDC Cyber 6000 and SSC Unix VAX

11/780 computers at AFIT. Next, due to the intractable

nature of the data contained on the Omni Tape, its data

was compressed into daily averages and then saved in a

23
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different file. The Los Alamos data for the energetic

electron fluxes (count rates) was already in this daily

form. A separate file containing time synchronized

solar wind speed, IMF Bz, and energetic electron flux

values was also created to allow transfer function

modeling. Once this was accomplished, analyses of the

data began. The BMDP Statistical Software package used

in this study was available on both systems. Also,

files were transferable between the two computers. The

availability of both systems for this project helped

reduce time delays when one system was busy. This was

helpful in that many analyses were necessary with a

great deal of iterative interactions on the part of the

author.

Detailed Preparations

As explained earlier, the data for this study

were obtained from LANL and NSSDC in the form of tapes.

The LANL tape contained the data for daily average count

rates in five different energetic electron energy ranges

(or channels). This tape was obtained first and was

delivered to the AFIT school of engineering computer

consultant who was able to successfully load the tape on

the school's tape drive unit in the computer terminal

room. Using a program to transfer data from a tape file

24
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to a disk file in the SSC's memory, the consultant then

transfered the data to a personal file on the SSC which

was subsequently copied by the author to enable later

analysis via BMDP. The data supplied by LANL are

explained in more detail in an article by Baker (Baker,

1982a:82-90).

The data supplied by the NSSDC (Omni Tape) also

came in magnetic tape form. The problem with this file

was its great size (approximately 5.2 megabytes). The

process followed for "getting" the data from this tape

was somewhat different from that followed for the LANL

tape. The tape was loaded on the school's tape drive

unit in the computer room. However, since its size was

too great to be accommodated in a personal file, the

consultant loaded it into a general purpose directory of

the SSC's memory. This directory is purged every 48

hours, but its availability allowed the author enough

time to write a small FORTRAN program which could access

the data from the Omni Tape (as written in the general

apurpose directory) and then compress it into daily (24

hour) averages. Once this was done, the size of the new

file was reduced by 1/24, and this made it manageable

and small enough to be stored in the author's personal

SSC account. All daily average parameters (from the

original 37) not seen to be of any use to this study

25
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were discarded in order to further reduce the size of

the file. For completeness program readom, a listing of

the FORTRAN program written to compress the Omni Tape,

is included in Appendix A of this report. Adequate

comments are available within the program listing to

enable the reader to understand what was done to

actually read and compress the NSSDC data. Details of

the data contained on the Omni Tape are contained in a

separate set of articles (von Rosenvinge, 1982:1-9 and

King, 1982:11-20).

A set of particulars concerning each tape's

generation also accompanied them in the mail. This was

both helpful and necessary in each case, since without

knowledge of the format of the information on each tape,

the writing of a program to read the data would have

been impossible.

In order to perform a time series analysis using

transfer functions, it was necessary to write another

FORTRAN program which could read values from the NSSDC

file (solar wind/IMF values) and the LANL file (electron

flux values) and then store these values in a single

time synchronized data file. This was required so that

computation of the cross correlation functions required

in transfer function modeling could take place. Only

the values from overlapping days of the two files were

26



* read anid stored, since the cross correla* ion bet%,ern ti.C,

time series only makes sense if the series are

synihrunized in time. Thus, progam combol read arid

stored 706 combined cases of data from May 8, 1983 to

April 12, 1985. This encompassed approximately the last

two years of the NSSDC data on solar wind speed and IMF

and the middle two years of the LANL data on the

energetic electron flux. This was more than sufficient

to perform a suitable transfer function analysis. A

copy of program combol is also included in Appendix B.

Missing Values

Some important points concerning the data should

Ic be mentioned which have a direct bearing on this study.

On both tapes some data were naturally missing. This is

of course due to the inherent problems with trying to

obtain satellite readings via sensors which can

A malfunction. Missing data can have serious implications

for a time series analysis which may only be

* accomplished on a set of equally spaced (in time)

readings. To remedy this problem, two different methods

were used. Regarding the energetic electron data (the

. tape from LANL), missing values were estimated by BMDP

program AM, "Description and Estimation of Missing Data"

using the SINGLE method whereby "a value for a variable
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is estimated by regressing that variable on the variable

with which it is most highly correlated" (Dixon et al,

1985:217-234). This seemed like a logical method since

the data contained five different electron flux channels

with at least some amount of presumable correlation

between the channels. The use of program AM was

possible because there was a total of only 32 days over

the four year period covered by the data where missing

values occurred. Also, the smaller size of the LANL
.

file made it easy to apply program AM. The majority of

these missing values were in August of 1982 (17 were

missing) which was subsequent cause for disregarding the

'-.' data from 1982 for this study. The estimated values

provided by program AM were then substituted into the

data set to allow analysis.

The NSSDC data, however, presented a slightly

different problem. The massive size of the Omni Tape

made its data intractable as far as using BMDP program

k2 AM. Therefore, the author decided that the best way to

handle missing data on the Omni Tape was to allow

program readom to store the last computed daily average

as the new daily average if an entire day's set of

hourly readings was missing. Also, if only part of one

day's hourly readings was available for averaging (say

only 10 hourly readings instead of the usual 24 for one

28
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day), then those readings which were available were

averaged and taken to be the daily average value.

Again, only in the cast .,here an entire day's set of
.}

hourly readings was missing was the previous day's

*average substituted. With the data set filled in, the

analysis could begin. The data files along with the

BMDP instruction files were easily transfered back and

forth between the SSC and the Cyber.

Discarded Data

4One final point should be made. As mentioned

earlier in this chapter, only about the last three years

of the data from the LANL tape were used. This was due

to the fact that the LANL tape contained the majority of

its missing values (17 out of 32) in the first year of

the data (eg., in 1982). Thus, to reduce the effect of

substitution of estimated missing values, this data was

discarded. In addition, since the LANL data ended on

*May 6, 1986, it was decided to discard all data up to

I May 8, 1983 which allowed the analysis of precisely the

last three years of the data (1095 days). It was felt

that the analysis of the most recent data would allow

the development of the most accurate and up to date time

series models.
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In the case of the Omni Tape, only the last two

years were used for the transfer function modeling (May

1983 to April 1985) because this gave the maximum

overlap of the LANL data. The reader will recall from

earlier discussions that time synchronized data from two

-, series is necessary in order to do transfer function

modeling. The overlap occurred between the dates

mentioned above and was more than adequate to perform

the analysis.

With regard to the actual data which was used,

- Appendix C is a FORTRAN program which was composed to

write out all the pertinent data utilized in this study.

Appendix D is the result of this program: a complete

listing of the data.

Software and Computers

BMDP2T, the "Box-Jenkins Time Series Analysis",

was the program used to perform all the analyses (Dixon

and others, 1985:639-660). The initial step in running

BMDP2T is to compose a small computer program containing

the necessary instructions to perform a basic

examination of the data (Dixon and others, 1985:640).

*The stored data files are accessed by either including

them directly as part of the instruction file (as called

for on the Cyber) or by accessing them external to the

30
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instruction file via a data file identification

statement (as called for on the SSC). The basic

exam,,atlon k xhibits the data for each time series in a

graph of the daily flux values over time (a time plot).

In addition, it performs an initial calculation of the

autocorrelation and partial autocorrelation functions of

the data so as to help define an initial guess at a

prediction model. Such terms as "autocorrelation

function" along with the details of the Box and Jenkins

time series analysis methods will be given later on in

the Detailed Methodology chapter of this paper. For

now, it is sufficient for the reader to understand that

this type of analysis combines a certain amount of

precision with an equal amount of "art" and "gut

feeling". Said more formally, although this method does

have some "hard rules", its application to real data

involves some interpretation. Time series analysis is

an iterative and time consuming method. The prediction

models derived from a time series analysis are not

obtained by a definite set of procedures. Moreover,

there may be more than one model which is appropriate

for the data depending on the total history or extent of

the data which is used. Time series models are always

subject to updating when new data becomes available to

add to the history of the series.
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Two computer systems were used in this research.

The CDC Cyber 6000 provides the fastest processing

capability regardless of the task (usually no more than

30 seconds), but it is a bit more restrictive than the

SSC Unix system which has better manipulative and naming

capabilities for files. The BMDP Statistical Software

package is readily available on both systems. The

current BMDP manual is the 1985 reprinting (Dixon and

others, 1985). Documentation for the BMDP programs as

implemented on either system is available. For the SSC,

a file named bmdp.doc (documentation file) is made

available to the user when the entire set of BMDP

programs is initially accessed. This file contains

- helpful information concerning how to actually run a

given BMDP program. Included are tips to increase

memory size (RAM) alotted for each program so that all

appropriate processing may be performed as necessary.

This one particular feature was utilized often due to

the size of the data sets involved along with the amount

of processing. A file similar to the bmdp.doc file is

also available for the Cyber implementation of BMDP.

The on-duty computer consultant can obtain a hard copy

of this file for anyone desiring it as well as show the

user how to access the BMDP software on either the Cyber

or the SSC.
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IV. Detailed Methodology

The Box and Jenkins Method

The book entitled Time Series Analysis:

Forecasting and Control by G.E.P. Box and G.M. Jenkins

(1976) is the backbone for the analysis in this report.

The basic ideas in a time series analysis are presented

* in the first chapter of this book (Box and Jenkins,

1976:1-19). As compared to its more classical

- statistical counterparts, this method is relatively

unknown. Therefore, a few of the fundamental ideas in

" . time series analysis will be discussed along with some

of the models which form a framework for a time series

forecast function. In addition, the reader will be made

aware of how a time series transfer function is derived.

Those with a deeper interest in the workings of the Box
P.

and Jenkins method are strongly urged to obtain a copy

of the text for their own perusal.

Time Series

A series of recorded values of a given random

variable taken at equally spaced intervals of time is a

discrete time series. Since many entities in the world

can be termed random variables, analysts thus have the

opportunity to record periodic values of these entities
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and study them as they behave over time (ie., in a time

series).

A time series analysis has three important

"areas of application" as mentioned in the introductory

chapter. Two of these have direct bearing upon this

study and are noted as

(1) The forecasting of future values of time
series from current and past values.
(2) The determination of the transfer function
of a system--the determination of a dynamic
input-output model that can show the effect on
the output of a system subject to inertia, of
any given series of inputs (Box and Jenkins,
1976:1).

Recalling the introduction, the reader will note that

the objectives of this study were to derive prediction

(forecasting) models for energetic electron flux and

also to derive relationships (transfer functions)

between the IMF Bz, the solar wind speed, and the

energetic electron flux. This second objective is

undertaken with the IMF or the solar wind speed viewed

as the input series and the energetic electron flux in

any given channel viewed as the output. As noted by Box

and Jenkins, a good forecast function can provide the

basis for correct planning and control (Box and Jenkins,

1976:1). In this particular case, a good forecast

function would allow optimal control of spacecraft and

sensors which may be exposed to predicted dangerous
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levels of energetic electron flux. Also, a valid

transfer function would help to establish more firmly

the theoretical relationship between the IMF, the solai

wind, and the energetic electron flux.

Fundamentals

A random variable (rv) of interest whose values

have been recorded over equispaced intervals of time

might be designated as z. If we denote the present time

as t, then zt represents the currently recorded value

*- for the rv of interest. Similarly, one might denote the

last recorded value of z prior to the current value as

zt-1. The value recorded two time periods prior to the

current would be Zt-2 and so on. The elapsed time

period between which the readings of the variable are

made can take on any value. Often times, it will be

dictated by the apparatus used to measure the variable

(in this case, the time between satellite sensor

.measurements of the energetic electron flux, the IMF

0component values, and the solar wind speed). The

important point is that the individual discrete readings

of the variable must be equispaced over time.

What is sought, then, is a forecast of the value

of the variable at some future time t+l. One might

denote this forecast as zt(l) where (pronounced
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zee-hat) is the estimate of the series' value at time

t+l. According to Box and Jenkins, the objective is to

derive a forecast function such that "the mean square of

the deviations zti - St() between the actual and

forecasted values is as small as possible for each lead

time 1" (Box and Jenkins, 1976:2).

In addition, it is necessary to specify the

accuracy of each forecast function so that "the risks

associated with decisions based upon forecasts may be

calculated" (Box and Jenkins, 1976:2). These accuracies

are typically specified by calculating probability

limits (confidence intervals) on either side of each

? forecast value (Box and Jenkins, 1976:2). Thus, if one

desired an estimate for the energetic electron flux two

days in the future based upon the present history of the

data, the forecast model employed might yield a value

(with arbitrary units) of, say, 3.6 +/- 1.2 where the

1.2 on either side of the estimated 3.6 might represent

the standard error for the estimate. This being the

case, the given estimate along with the stated +/- 1.2

standard error interval would represent a confidence

interval (or probability limits) for the estimate of

approximately 68%. A 95% confidence interval estimate

would then be represented by (approximately) 3.6 +/-

2.4. Obviously, if one desires a greater accuracy,, then
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the confidence interval for the estimate has to become

broader. In addition, the farther into the future that

a prediction is desired, the broader the confidence

interval for such an estimate will be.

To draw a parallel between what has been

discussed thus far and the data presented here for

analysis, Figure 1 is shown below. In it is a plot
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of a hypothetical time series for energetic electron

flux readings recorded over a period of 30 days. If the

present time is t, then what is desired is an estimate

of the series' value at time t+l where 1 is perhaps two

days hence. Note that the confidence intervals shown

illustrate that the farther into the future one

estimates, the broader the confidence interval becomes.

Likewise, the greater the specified accuracy of the

estimate at any desired time in the future, the broader

the interval.

Notice that the word "probability" is used in

the above discussion. This is because a time series

model is a probabilistic or stochastic model as opposed

to a deterministic model. In a stochastic model, one

calculates "the probability of a future value lying

between two specified limits" (Box and Jenkins, 1976:7).

It is also important to note that the actual time series

recorded is just one of an infinite number of possible

series which could have been generated by the given

stochastic model for the series (Box and Jenkins,

1976:7).

Categories of Processes

Generally, there are two different classes of

Ntime series models. Stationary models derive their name
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from the fact that the series they represent tend to be

in equilibrium about a constant, never-changing, mean

level (Box and Jenkins, 1976:7). A nonstationary model,

however, is used to represent a series (also called a

process) where there is no natural mean or equilibrium

point (Box and Jenkins, 1976:7). As will be explained

later, a given time series usually reveals whether or

not it is stationary when its autocorrelation function

is plotted. If the autocorrelations decrease quickly as

the lag, k, increases, the series is considered

stationary. In all the cases studied here, the series

were stationary. A particularly wide class of processes

which "provides a range of models, stationary and

non-stationary, that adequately represent many of the

time series met in practice" is known as the

-p. autoregressive-integrated moving average processes or

ARIMA processes (Box and Jenkins, 1976:8).

Operators and Assumptions

O In describing the primary time series models, it

is necessary to discuss a couple of the basic operators

used. Perhaps the two most important are the backward

.shift operator denoted by B and the backward difference

operator denoted by V (pronounced "del"). These tvo

0 opeivators are defined as follows:

39

o



I

Bzt = zt-i

and

Bmz t = z t - m

V zt = zt - zt-1

(1 - B)zt

and

mzt :Zt - Zt-M

Note that the backward difference operator can be

represented in terms of the backward shift operator.

Also, the parameter m may be thought of as the "power"

of the operator.

In addition to these basic operators, the time

series models used by Box and Jenkins view the output of

any given time series as being generated from an input

series of independent shocks, at, with the shocks being

random drawings from a fixed normal distribution of mean

zero and variance cga 2
. "Such a sequence of random

variables at, at-1, at-2,... is called a white noise

process by engineers" (Box and Jenkins, 1976:8). When

the model for the series under study is finally fitted,

the white noise represents the residuals or the

differences between the actual series values and those
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which the model would predict at the same pDi nts in timei

at which the actual series values were recorded. This

sequence of random white noise numbers is transformed

into the observed output time series, zt, by another

operator known as a linear filter, IP(B) where B is again

the backshift operator and the notation ?P(B) indicates

that varying powers of backshifting are used throughout

the operator. For example, one might. represent a time

series of interest by the model

z = / + I'(B)at (1)

where the filter, O(B), is

(B = 1 + 0,B + ...B2 +

A finite or infinite/convergent set of parameters 0 1,

02, ... is said to classify the process as stationary.

In this case, the value U is thus the natural mean or

equilibrium point for the process under study. If the

set of parameters is infinite and not convergent

however, then the process is said to be nonstationary,

and in this case, U/ is only a "reference point for the

level of the process" (Box and Jenkins, 1976:8-9).
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Specific Models

An autoregressive model for a time series is

expressed "as a finite, linear aggregate of previous

values of the process and a shock at" (Box and Jenkins,

1976:9). If the values of a process are zt, zt-i, Z,-2,

.... as before and the deviations of each of these

values from the mean, p, are represented by ! t, O. t-i,

Zt-2, ..... then an autoregressive (AR) model of order p

is represented by

2't = 401t-1 + 02zt-2 + --- + Op2't.-p + at (2)

which as the reader will note, is simply a regression

equation where the value Tt is regressed on previous

values of itself. The term at is analogous to the error

term in a regression and in this context represents the

random shock input in the current time period. Thus,

the reason for the name autoregressive becomes apparent

(Box and Jenkins, 1976:9). The autoregressive operator
p

may then be defined as

.(B) z - 0,B - 0 2 B2 -pBP

and in doing so, the autoregressive model above may be

rearranged and "written economically" so that

Ob(B)zt =at (Box and Jenkins, 1976:9)
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As Box and Jenkins point out, it is not difficult to see

that the autoregressive model, (2), is a special case of

the linear filter model, (1) , discussed previously (Box

and Jenkins, 1976:10). To show this, the z terms on the

right hand side of (2) may be progressively replaced

with their expanded values according to the model. For

instance, the term 7t-1 on the right side of (2) may be

replaced and thereby eliminated by substituting

ZtI =0 jt - 2 + 402Z t -3 + .. + Opz t- p- I + a t- I

Similar substitutions for 't-2, and so on will

eventually yield an infinite series in the a's (Box and

Jenkins, 1976:10). Having made all the substitutions,

one can thus see that not only is

b(B)' t = at

as already pointed out, but also

zt = O(B)at (3)

Therefore, it is obvious that

P(B) = &-(B) (Box and Jenkins, 1976:10)

* The reader will note that the utility of using O(B; over

k (B) in model development stems from the , f tct that whilc

'C 43N ,

'I.



-- - -- -- -

" b(B) has an infinite number of terms, O(B) is

economically represented by just p terms.

Whereas the autoregressive model could express,

zt as the sum of an infinite series of weighted shocli

values shown in Eq (3) above, the moving average model

expresses zt as the sum of a finite series of weighted

shocks. The model is thus expressed as
L00

zt = at - Oat-i - at - .. - qat-q (4)

and is called a moving average process of order q or MA.

The MA operator is thus defined as

.(B) 1 - 6IB - 0 2 B2 - ... q

and the MA model may thus be written more succinctly as

zt 0(B)a, (5) (Box and Jenkins, 1976:10)

The mixed autoregressive-moving average (ARMA)

model is used to achieve greater flexibility in the

fitting of models to a given time series (Box andS

Jenkins, 1976:11). This model consists of the addition

of the terms from the right side of Eq (4) to those from

the right side of Eq (2) to yield

z t IZt-I + O+ zpZt-p + at

- Oiat-i - • • - qat-q (6)
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or

• " (B)zt O (B~at (7)

For discrete data such as this study will

analyze, the transfer function between an output time

series, Yt, and an input time series, Xt, may be

effectively represented by a difference equation

involving backward shift operators which operate on both

the input and the output series (Box and Jenkins,

1976:13). This type of representation is given as

(1 - 61B -...- drBr)Yt

(4) 0 - WiB - - WsBS)Xt-b + at

NI- ( WOB b - wiBb+1 -

- WsBb+s)Xt + at (8)

or

6(B)Yt = W(B)BbXt

= Q (B)Xt

where the parameter b is the number of time periods

(dead-time or pure-delay) between the input value and

q its observed effective output. The parameters r and s

,m express the order of the left side and right side

operators in the above difference equation arid at is a

random noise component. Another way of stating the
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* relationship is that Yt and X, are linked by a linear

filter such that

Yt = voXt + vXt-, + v2Xt- 2  + ... + at (9)

or

Yt = v(B)Xt + at

where v(B) is the transfer function and can be stated

more explicitly as

-t

v(B) = vo + viB + v 2B
2  + ... (13)

Thus v(B) is simply a ratio of the right side operator

of order s and the left side operator of order r in the

difference equation (8). The reader should take note of

the fact that for an input-output relationship in which

the dead-time between the input and its observed output

is equal to b time periods, the first b weights in

equation (10) (eg., vo, vj, ... , Vb-1) are zero (Box

and Jenkins, 1976:14).

With regard to the data available for this

study, it is hoped that a model of the types discussed

here will fit. The tasks thus implied with respect to

the objectives listed in the introduction to this report

are as follows:
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(1) Develop, if possible, a time series model of the
type AR, MA, or ARMA for each of the energetic electron
channels discussed.
(2) Use the developed models to make forecasts of the
flux values and compare these forecast values to the
actual values to assess the model's utility in
prediction.
(3) Develop models of the same type for solar wind and
IMF Bz in an attempt to show that the solar wind speed
or the IMF Bz (considered as inputs) are related to the
energetic electron flux levels (considered as outputs)
via a transfer function.

Deducing the Model

The "precise steps" to be followed in deriving

these models have so far not been mentioned. As stated

in the Chapter III, the Box and Jenkins method combines

a certain amount of precision with an equal amount of

art. The "precision" in deriving the appropriate

model(s) comes with the determination of the

".'- autocorrelation and partial autocorrelation functions.

The "art" comes in the form of how well one can deduce

the type of model from these special functions.

Deducing the model is an iterative and time consuming

process which involves close scrutiny of these functions

as many models are fitted to the data until eventually

(and hopefully) one of the fitted models leads to a

, reasonably small set of residuals.

NThus, a necessary first step is the

determination of the autocorrelation functions for the
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time series of interest. For a series with N discrete

values, the kth lag autocorrelation is defined as

rk Ck/Co (II)

where

1N-k

Ck = - (Zt - t k - z), k = 0,1,2,...,K (12)
N t=

is an estimate of the autocovariance at lag k, and T is

the mean of the time series (Box and Jenkins, 1976:32).

The lag (k) has to do with the number of time periods

between recorded values in the process. For instance,

if the series of interest consists of 1000 daily

readings (eg., readings taken precisely 24 hours apart),

then the autocorrelation at lag k = 2 days would consist

of the sum of all autocovariances of readings which lag

each other by exactly two days (C2 ) divided by the sum

of all autocovariances which lag each other by exactly

zero days (Co). The reader may also note that Co is

nothing more than the simple variance of all the

observations. Thus, the autocorrelations for any lag

from zero on up to N - 1 may be calculated by the

formulas (11) and (12). The display of these

autocorrelations in a bar chart showing the computed

values plotted against progressively higher lags forms
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* what is commonly refered to as the autocorrelatiozi

function.

Figure 2 is an example of such a chart. The

autocorrelation function along with a nearly identical

illustration of the partial autocorrelation function

(Figure 3), form the fundamental tools in the iterative

procedure of identifying the model which fits a given

time series. Whereas the shape of the autocorrelation

function allows a guess as to the type of model which

should be entertained (eg., AR, MA, ARMA, etc.) the

partial autocorrelation function is used to help

determine the order of the model. Box and Jenkins liken

" > the use of the partial autocorrelation function to that

of "deciding on the number of independent variables to

be included in a multiple regression" (Box and Jenkins,

1976:64). They also include a detailed discussion of

how to obtain the partial autocorrelation function (Box

and Jenkins, 1976:64-65). Basically, the partial

-' autocorrelation function shows the autocorrelation at

higher lags after the effects of variables up to a

certain lag have been regressed out. Therefore, the

partial at lag 4 is the autocorrelation at lag 4 having

accounted for the effects of lag 1, 2, and 3.
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Fig 2. Example Autocorrelation Function

'V An example to clarify the above discussion is

justified. Referring to Figure 2, let the assumption be

that the autocorrelation function shown represents a

time series which is under study. One can see that the

locus of points formed by an imaginary curve connecting

the tops of the charted values has a shape which is

characteristic of some sort of exponential function.

According to Box and Jenkins, this is a classic
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Fig 3. Example Partial Autocorrelation Function

indication of an autoregressive process. Notice also

that the values of the autocorrelations drop off rapidly

as the lag, k, increases. This is indicative of a

stationary process as was discussed earlier in this

chapter. Thus, the general type of model has been

deduced. The problem remaining is to specify the order

of the model.
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One point should be made before determining the

order. Box and Jenkins give formulas for calculating

the standard error of the aut-ocorrelation or partial

autocorrelation at any chosen lag (Box and Jenkins,

1976:34,65). Twice the standard error is chosen as the

level of significance for any calculated autocorrelation

or partial autocorrelation value. In other words, if

the computed correlation value for any given lag k does

not exceed twice the standard error, then that

correlation is effectively regarded as having a value of

zero. Again referring to Figure 2 and 3, the dotted

lines on each bar chart reflect twice the standard error

at each lag. Observe that even though noticeable values

have been computed past the second lag on the partial

autocorrelation plot, in terms of the indicated standard

error they are insignificant and thus are regarded as

zero. In viewing the partial autocorrelation function

(Figure 3), one can see that the function shows a

definite cutoff after the lag k = 2 indicating that the

process being analyzed is very likely a second order

series. This being the case, the model would be

initially estimated as AR(2) and would thus have the

form

j=0" tI + 0Z t - 2 + at
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1 Similar procedures are followed for all time series.

The shape and character of the autocorrelatiorn and

C" partial autocorrelation functions are thus the

determining factors in the initial guess as to the model

type. Box and Jenkins devote chapter 6 to the

discussion of how to identify the type of model along

with estimating its parameters (land 02 in this case)

(Box and Jenkins, 1976:171-207).

The reader may now be wondering how the

parameters of the entertained model are calculated. As

already stated, a significant amount of detail is

contained in the text regarding model parameter

• estimation (Box and Jenkins, 1976:187-193,208-284). Let

it suffice to say that a modern statistical software

package such as BMDP allows the estimation of these

parameters with a minimum of effort (Dixon and others,

1985:644-645). The main task of the analyst is to

merely decide on the type and order of model he/she

-would like to fit to the data.

Model Checking

After the model is identified and its parameters

estimated, the model must then be tested to see whether

a good fit has indeed occurred. If the fit is good,

then the model may be retained for forecasting. If not,
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thent a new model must, be entertained and likewise

tested. This process continues until a good fit is

obtained. Box and Jenkins refer to the testing of the

model as "model diagnostic checking" (Box and Jenkins,

1976:285-299). One of two methods they describe to do

diagnostics is that of displaying "the autocorrelation

function of the residuals" (Box and Jenkins, 1976:285).

Earlier in this chapter, it was stated that the

time series models of Box and Jenkins employ a white

noise process (a series of normal shocks with mean zero

and variance 0a2). In so doing, this white noise is

transformed into a model which adequately represents the

series under study by linear filtering. The model thus

derived can be rearranged so that estimated values of

the originally input white noise process may then be

computed. When this is done, the estimated white noise

(or shocks) are designated as at and are also called the

residuals (Box and Jenkins, 1976:289). The plot of the

, autocorrelation function of these residuals is one of

the primary methods used to diagnose the adequacy of the

model. If the autocorrelations of the residuals are

significant at any lag, then a better model can most

likely be found. The text suggests ways to use the

residual autocorrelations to implement a better model

(Box and Jenkins, 1976:298-299). If they are
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insignificant, then the model is adequate and may be

used for forecasting. Again, twice the standard error

determines the significance of the computed

Aautocorrelation at each lag. This method is easily

accomplished with the BMDP package and used exclusively

in this study.

To recap, the building of a time series model is

an iterative process (Box and Jenkins, 1976:19). In

most cases, a five step process takes place:

(1) The general class of models is postulated. A plot
_i of the actual time series may reveal the type of model

to the "practiced eye".
(2) The initial model to be entertained is then
identified from the autocorrelation and partial

" autocorrelation functions.
(3) The parameters of the entertained model are
estimated.
(4) The model is diagnostically checked by examining
the autocorrelation of the residuals computed from the
newly fitted model with its estimated parameters.
(5) If the model's residuals are insignificant, the
model may be used for forecasting. If not, a new model
must be suggested based on the residual autocorrelation
plot examination and steps 2 through 5 reaccomplished
until a suitable model is found.

Transfer Function Models

As discussed earlier, a transfer function links

the output time series of a given dynamic system with

* the input time series to that system. From this

perspective, one may be better able to understand the

actual dynamics of the system in a purely mathematical

sense if riot in the physical sense. Such mathematical
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insights are almost certain to eventually lead to b(,tt(.i

physical understanding as well.

Box and Jenkins go into considerable detail on

the subject of transfer function modeling in chapters 10

and 11 of their text (Box and Jenkins, 1976:335-420).

In perhaps their best illustration of how a transfer

function model is formed, they exhibit the necessary

steps in an example problem concerning the output of

carbon dioxide (C0 2 ) from a gas furnace which has

influential inputs of air and methane (CH 4 ) (Box and

Jenkins, 1976:381-386). In a very fortunate

coincidence, the BMDP manual, in discussing their own

r. 'example problem to illustrate transfer function

modeling, uses the same gas furnace problem of Box and

- Jenkins (Dixon and others, 1985:650-655). Thus the

reader is able to match the logic used in forming the

computer solution to the problem with the theoretical

logic contained in Box and Jenkins. For this reason,

further discussion of transfer function modeling will be

limited to the main tool of analysis in this method

which is the cross correlation function. The reader

desiring more detail on transfer function modeling is

therefore urged to obtain a copy of Box and Jenkins and

A¢ the BMDP manual.
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Just as the autocorrelation and partial

autocorrelation functions yield much information about a

given single time series, the cross correlation function

reveals much about the relation between any two t im'.

series. A cross correlation between two time

series may be appropriate at any time one believes that

the two interact in some sort of a dynamic system. As

brought out in the literature review, this is the belief

concerning the energetic electron flux levels and the

solar wind speed/IMF Bz. Formulae for determining the

cross correlation at any desired lag between any two

dynamically related time series are contained in the

text, and the reader will notice that they are very

similar to those given for determining the

autocorrelations (Box and Jenkins, 1976:374). These
'.

formulae are as follows:

rxY(k) = cx.(k)/sxs. (13)

where

n-k

cx.(k) = - (x, - T)(yt k - 7) k 0,1,2,... (14)
n =

or

1 n k

c C L t) = - ,£(y t - 7) (X t - k - x) Ii 0,-I ,-2, . . • (15)
n t=i
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In equatioin (13), i y(k) is the cross COIrelatio at lag

k between an input series x and an output series y. Th

term c , is the cross covariance between the two series,

and equations for obtaining it are shown in (14) and

(15) where n stands for the number of pairs of series

values (xt,yt) and 7 and 7 are the respective series

means.

- Once the cross correlations at each lag are

determined, they are plotted in a bar chart which is

very similar to Figures 2 and 3 shown earlier in this

chapter. This plot is referred to as the cross

correlation function. From this chart the model is

a tentatively identified. An estimation of the dead-time

parameter, b, may be made directly from the coros.,

correlation function along with estimates of the

parameters r and s from the difference equation (8).

4The parameter b is usually set equal to the value for

the first positive lag at which a significant cross

correlation occurs. Thus, if the first significant

cross correlation for two dynamically connected series

occurs at lag k=2, then b is set equal to 2. The model

estimation and final identification process then

proceeds iteratively as it did for the single series

models.
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One final point which should be made is that the

method of transfer function modeling used by BMDP2T is

that of "prewhitening the input" (Box and Jenkins,

1976:379-380). This method essentially recognizes that

two series which are dynamically related also have an

element of noise involved. Thus, any output series

modeled from a related input series is influenced not,

only by the input but by noise as well. The amount, of

noise present in the model can thus be an indicator of

how, deeply related any two series are. Said another

way, the greater the noise component, the less influence

v the input. has on the output series. This noise

-i component is modeled in the transfer function models

determined in this study. Also, and perhaps more

importantly, the prewhitening method is used since it

can provide initial rough estimates of the vk parameters

of the transfer function equation (10) (Box and Jenkins,

1976:380). With these initial rough estimates, the

model fitting procedure can usually be implemented in a

more efficient manner.

BMDP Examples

. Appendix E of this report contains three example

timo series analysis problems as performed usitig program
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B'IDP2T. Example I was done on the SSC, while Example 2

and Example 3 were done on the CYBER.

Example 1 is typical of the early stages of

identification of a model for any given time serics.. II,

this particular run, energetic electron channel SEEI is

analyzed, and the plot of the autocorrelation and

partial autocorrelation functions indicate a stationary

series with autoregressive tendencies. In explanation,

the autocorrelation function decreases rather quickly as

the lag, k, increases, while the partial autocorrelation

function has a definite cutoff after lag k = 2 (page

138). This would indicate a probable best fit of an AR

" V2 model with first and second order terms. However, the

analyst, not. being seasoned in the "art" of time series

analysis, decided to attempt to fit an AR model with

first and 27th order terms as shown in the ARIM1A

paragraph on page 139 of Appendix E. On the page 140,

the results of the attempted fit yield a model with

estimated parameters of 0.7856 and 0.1039 (by the

backcasting method). The reader will notice that the

T-RATIO of the first order is very high (23.16)

indicating that the model should most definitely contain
0.,

a first order AR term. However, the T-RATIO of the 27th

order is only 1.91 indicating that perhaps this

parameter is inappropriate. Nevertheless, if one
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-" bel i eves in the validity of the parameters as estimated,

the model would be

-. '. (1 - 0.7856B - 0.1039B27)"t = at

where zt represents the current estimated deviation of

SEEI from the series mean. Using the plot of the
&-a

autocorrelations of the residuals, at, resulting from

,* the attempted fit of the model (page 141), the reader

can see that the fit is inappropriate since the

residuals show significant (ie., greater than ti.o

standard errors) autocorrelations at lags k = 1, 2, and

4. Thus, the analyst should try to fit a model which

- 'better explains the data. The best guess of the author

would be, as stated earlier, an AR model with first and

second order- terms. This iterative identification

process is an illustration of the "art" of time series

analysis. The person with a better of grasp of this

kind of analysis will be able to converge to a more

appropriate model in a fewer number of tries.

Example 2 (page 144) is much the same as Example

I. Here the series under study is energetic electron

channel SEETTI. The analyst has already examined the

autocorrelation and partial autcocorrelation functions of

. e. the series and thus has decided to spare computer

procesnsing time b riot i ncl uding the autocorclati6on
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functions in the analysis. In the ARIMA paragraph on

page 145, an attempt is made to fit an ARMA model with

AR terms of first and 27th order along with an MA tern

of first order. Using the parameters estimated by I1ic

backcasting method, the mode] is

(1 - 0.9850B - 0.1701B27) t - (1 + 0.1227B)at

The fit of this model is somewhat better than that of

Example 1 as evidenced by the lesser number and

magnitude of the significant autocorrelations of the

residuals (page 147). The analyst may want to accept

the fitted model or reiterate and attempt to fit a

': different one. A forecast of future values is also made

(page 148) based upon the model as estimated above. The

reader can see that the standard error of the forecast

is 0.02037 for the initial day. It should also be noted

that the standard error increases as one attempts to

forecast farther into the future. The analyst may also

use the forecast paragraph to check the accuracy of the

fitted model by requesting that the forecasting take

place over a period for which actual series values are

available. In the example, days 345 through 365 have

ac-tual values which may be compared to the forecast

e. values.
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Example 3 is a transfer function mod( 1

visualizing the IMF Bz component as the input series arid

the SEESSD channel as the resulting output. The

important. point to note here is that the plot of the

cross correlations (page 153) shows only one significant

value at lag k = 1. Thus, the analyst might surmise a

very simple transfer function model with the delay

parameter, b, set equal to 1 and parameters r and s (the

left side and right side orders of the difference

_ equation (8)) both equal to zero. Hence, (r,s,b) would

be (0,0,1). The analyst would then use the procedure

described in Chapter 10 of Box and Jenkins to derive

initial estimates of of the operators 6(B) and W(B)

(Box and Jenkins, 1976:345-351). With these initial

estimates, BMDP2T is then run interactively in a series

of trial and error steps until a suitable model is

identified (Dixon and others, 1985:650-656). The

% iterative part of developing a transfer function model

'4 is mainly contained in deriving a good model for the

input series and for the noise component. Also, as

discussed in Box and Jenkins, there may be more than one

transfer function model. That is to say, r, s, and b

may be set equal to other values and other models may be

fit with equally good (or poor) results (Box arid

.* Jenkins, 1976:387). The final transfer function model
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derived here and used to obtain the forecasts on page

161 is

Yt -24.01BXt + (1/(1 - 0.6125B - 0.1973B 27 ))at

The terms in parentheses represent the noise portion of

the model. The first term on the right hand side

represents that portion of the output series (where Yt

is the output or SEESSD in this case) which may be

explained directly by the input series (where Xt is the

input series or IMF Bz).

Again, the interested reader is strongly

advised to obtain a copy of both the text and the BMDP

manual in order to fully grasp the time series analysis

procedures. The results of the Box and Jenkins method

as applied to the data received will now be presented.

6
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V. Results

Individual Channel Models

Tables I - IV beginning on the next page

summarize the time series analysis results for each of

the energetic electron channels. In other words, the

series of discrete daily average values from each

channel (SEESSD, SEEI, SEEII, and SEEIII) were

separately analyzed in order to try to fit an

appropriate model to each individual channel.

The first thing the reader will notice is that

no individual models for SEEIV are included. The reason

for this is simply that the data in the SEEIV channel

did not lend itself to this type of analysis. SEEIV

contains recorded values of energetic electron count

rates in the range of 9.7 - 16 MeV. An initial

examination of the SEEIV data over the last 765 days

(from April 84 until May 86) revealed that the

autocorrelations were effectively zero at all lags save

one: At lag k = 35, the computed autocorrelation was

0.199 which was significant. Likewise, the computed

partial autocorrelations were all effectively zero

except at lag k = 35 where the computed value was once

again 0.199. The fact that nothing could be said about

the SEEIV data due to the lack of any identifiabl(
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TABLE I

Suggested Models for the SEESSD Channel (1.2 - 1.8 MeV)

Data Length Suggested Model S.E.

100 days (1 - .8250B - .1776B2 7 )zt 157.49/
(Jan 86-May 86) = (1 + .4401B)at 174.29

365 days (1 - .7470B - .2329B2 7 )zt 227.34/
(May 85-May 86) = (1 + .2727B)at 241.04

Approximate series mean = 224.49

pattern in the autocorrelations meant that this data, by

itself, could not be analyzed via time series analysis.

However, transfer function modeling of this channel was

possible and will be shown later. The reader will

recall that the autocorrelation functions are the

primary tool in identifying a series model. With no

values other than zero, identification becomes

impossible. Sample autocorrelation and partial

autocorrelation functions for all the energetic electron

channels are included in Appendix F.

* In examining Table I, the reader will notice

that a couple of different models are identified. The

first model is an ARI,27 MAl representation of the

SFESSD channel over the last 100 days of the available

data (27 Jan 86 - 6 May 86). The second model is a
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s imi I ar representatior of the la. year of t he dat 1 7

May 8-5 6 May 86). These tw o models represerit the

"best fits" that the author was able to ideiitify ir,

terms of (1) the least residual mean square values and

(2) the smallest forecast standard errors. In both

cases, the plot of the autocorrelation function of the

residuals showed a good fit (no significant correlations

at any lag). Many other models were fitted to the data

with varying degrees of success which were all less thani

that achieved by the two models listed. The column

entitled "S.E. represents the forecast standard error

for the given model. In Table I, two such values are

shown per model. The reason for this is to illustrate

that, a given model carn achieve varying arrourits of

effectiveness at predicting the series values depending

upon where the initial point of forecast takes place.

In the case of the 100 day model, two different requests

for forecasting (predictions) were made. The one which

resulted in a S.E. of 157.49 began at the 80th day ofe

the 100 days of data while the other which yielded an

S.E. of 174.29 began at the 71st day. The forecasts

were requested beginning at these particular days in

,- order to allow the available SEESSD series values to be

compared to the values predicted by the models.

Similarly, the 365 day model resulted in an S.F. of
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-- 227.34 and 241 .04 for requested forecasts beginning at

the 350th and 200th days of the data respectively. The.

approximate series mean for each of the channels is

shown at the bottom of each of Tables I - IV. This i..

shown in order to give the reader an idea of the

magnitude of the forecast standard error as compared to

the mean series value. These means are only approximate

since they were initially determined over the entire 4

years of data originally presented for analysis by LANL.

Thus, the mean of each series will change depending on

the amount of data (number of days) to which a model is.

fit. It was assumed here that the means of the lesser

j series do not vary substantially from those determined

for the entire four years of the data. This is a

reasonable assumption since each of the series for

SEESSD, SEEI, SEEII, and SEEIII appear to be stationary

(ie., the mean does not vary considerably over time).

The models shown in Tables II - IV are displayed

in a similar manner to those in Table I and thus

represent the best models for the SEEI, SEEII, and

SEEIII channels. As in the case of the SFESSD channel,

each of the models for the other three channels appears

to be best represented by scrne type of ARMA model.

Indeed, a closer look reveals that almost without

exclpt ion each of the models for the differf1nt channels
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% coitains autoregress i ve tvrm- of first and 27 th ord (:I

along with a moving average term of f i st oidc.r. 1,

- each of the tables, the term z t s,(Wu d 1w t iai,.ri to

TABLE II

Suggested Models for the SEEI Channel (3.4 - 4.9 MeV)

Data Length Suggested Model S.E.

j (1 - .7975B - .0973B2 6

100 days - .0421B 2 7 )zt
(Jan 86-May 86) = (1 + .0959B)at .336

,. . (1 - .6243B - .0806B 2 6

365 days - .0844B 2 7 )zt

(May 85-May 86) (1 + .4623B)at 1.598

Approximate series mean = 1.05

TABLE III

Suggested Models for the SEEII Channel (4.9 - 6.6 MeV)

Data Length Suggested Model 3.E.

100 days (1 - .9240B)zt
(Jan 86-May 86) = (1 - .2931B)at .1195

365 days (1 - .7043B)zt

(May 85-May 86) = (1 - .7043B)at .1203

Approximate series mean .1458
Si.
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i' - TABLE IV

Suggested Modtls for the SEEIII Channel (6.6 - 9.7 MeV)

Data Length Suggested Model S.E.

100 days (1 - .9932B - .1222B 2 7 )zt
(Jan 86-May 86) = (1 + .1307B)at .0167

365 days (1 - .9850B - .1701B 2 7 )z,
(May 85-May 86) = (1 + .1227B)at .0204

Approximate series mean = 14.01

mean the current. value of the stated energetic electron

channel as it deviates from the overall series mean.

This term was explained in the previous chapter.

Transfer Function Models

The -esults of the transfer function modeling

are presented in Tables V - XVII. Tables V - VIII

V- contain models suggested for each of the energetic

electron channels using the entire extent of the

available cross correlated data (706 days or from 8 May

83 to 12 Apr 85). The models include those for which

J. the solar wind as well as the IMF Bz component is

considered as the input series. The output series is

always considered to be the stated channel. Thus, in
I'.

eachl of the suggested models in ti -se tables, the terr,

y t denotes the outpu* serie. -, urr(rit. \al uf (th ehoiri

Sari] th- term >t de ot t -s th(, input ser ies, (,ither the B,
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component or the solar wind) The term associated with

at represents the noise component. in the model. Tabl -s

IX - XII are duplicates of V - VIII except t0at the

models shown only represent data covering the last. 200

days of cross correlation (25 Sep 84 - 12 Apr 85).

Tables XIII - XVI are once again the same e..cLpt that

they only represent some 70 days worth of cross

correlated data. Tables XVII and XVIII are special in

that they identify transfer function models for the

SEEIV channel based on a solar wind input. As stated

earlier in this chapter, an individual series model for

the SEEIV channel was not identifiable. Each of the

tables exhibits the r, s, and b values used in the

original difference equation along with the standard

error of the forecasts. The r, s, and b values were

explained in Chapter 4. As is evident from the tables,

many of the models contain delay parameters equal to one

day, though some have delays which differ significaiitly

from one.

Table V may be used in illustration. The models

for the Bz and solar wind inputs are as shown. The r,

s, and b used initially were (0,0,1) and (1,2,1)

respectively. The forecast standard errors for the

models shown are 186.91 and 187.36.
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TABLE V

Transfer Function Models for the SEESSD Channel
706 days (8 May 83 - 12 Apr 85)

Input Suggested Model

Bz Yt = -14.96Bxt
+ (1/(.5434B + .1911B 2 7 ))at

(r,s,b) = (0,0,1)
S.E. = 186.91

,.'. Solar
Wind yt ((.3342B + .1372B 2 - .2040B3 )

/(1 + .9981B))xt

+ (1/(1 - .5578B - .1878B 2 7 ))at

(r,s,b) = (1,2,1)
S.E. = 187.36

a
TABLE VI

Transfer Function Models for the SEEI Channel
706 days (8 May 83 - 12 Apr 85)

% Input Suggested Model

Bz yt -. 083Bxt + (1/(1 - .5589B - .1431B 3

- .1091B 24 _ .2387B2 7 ))at

(r,s,b) = (0,0,1)

S.E. = 1.307

Solar
Wind yt ((.0020B2 - .0013B4)/(l + .9998B))x%

+ (1/(1 - .5680B - .0444BI - .1951B 3

-.1515B - .1906B2 7 ))a t

(r ,s,b) = (1,3,1)
S.E. = 1.497
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TABLE VII

Transfer Function Models for the SEEII Channiel
706 days (8 May 83 - 12 Apr 85)

Input Suggested Model

. Bz yt -. 0088Bxt + (1/(1 - .6468B - .1165B3
- .1950B 2 7 ))at

(r,s,b) = (0,0,1)
S.E. = .1699

Solar
Wind Yt = .0002B2 xt + (1/(1 - .6974B + .1173B 2

- 1039B 3  - .1604B 2 7 ))a,

- (r,s,b) = (0,0,2)
S.E. = .1689

TABLE VIII

Transfer Function Models for the SEEIII Channel
706 days (8 May 83 - 12 Apr 85)

Input Suggested Model

Bz yt = (-.0713B 5 + .1351B 6 )xt
+ (1/(I - .3434B -.1771B2 - .155]B -

+ .1935B 4 ))at

(r,s,b) = (1,1,5)
S.E. = 2.058

Solar
Wind yt = ((-.0023B 7  - .0023B8 )/(l - .6482B))xt

*' + (1/(1 - .3343B - .1813B 2  - .1504B 3
+ .1911B 4 ))at

(r,s,b) = (1,1,7)
% S.E. = 2.196
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TABLE IX

Transfer Fulction Models for the SEESSD Channel
200 days (25 Sep 84 - 12 Apr' 85)

Input Suggested Model

Bz -24.OlBxt +(1/(1 - .6125B
- .1973B 2 7 ))at

(r,s,b) = (0,0,1)
S.E. = 189.13

Solar
Wind yt ((.6749B - .4985B3)/(l - .9107B))xt

+ (1/(1 - .5735B))at

* (r,s,b) = (1,2,1)
*S.E. 201.25

''t

TABLE X

Transfer Function Models for the SEEI Channel
200 days (25 Sep 84 - 12 Apr 85)

Input Suggested Model

BZ yt -. 2078Bxt + (1/(1 - .4547B - .0881B 3

- .0876B 2 1 - .3046B 2 7))at

* (r,s,b) = (1,2,1)
S.E. = 1.556

Solar
Wind yt = ((.0026B - .0047B 3 )/(l - .9334B))xt

+ (1/(1 - .4937B - .2745B 3  +.2193B 4

S. - . 1864B 2 7 )at

(r,s,b) = (1,3,1)

S.E. = 1.546
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TABLE XI

Transfer Function Models for the SEEITI Channl,
200 days (25 Sep 84 - 12 Apr 85)

Input Suggested Model

B2 t = -. 0115Bxt + (1/(1 - .5718B - .3042B 3

+ .2504B" - .3065B 2 6 ))a,

.(r,s,b) = (0,0,1)
S.E. = .1889

Solar
Wind yt .0006B 2xt +(l/(l - .5061B - .2915B 3

+ .1598B 4  
- .3445B 2 1))a,

(r,s,b) (0,0,2)
S.E. = .1810

* TABLE XII

Transfer Function Models for the SEEIII Channel

200 days (25 Sep 84 - 12 Apr 85)

Input Suggested Model

Bz Parameter estimation terminated, no
4apparent model.

Solar
Wind yt .0022B 9 xt + (1/(1 - .8535B + .1603B 2

_ .0439B 6  + .3125B1 3  - .4784B' 4 ))at

(r,s,b) = (0,0,9)
S.E. = 1.221
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.~ '-TABLE XIII

Transfer Function Models for the SF-,.SSD CllarnriE
Bz 70 days (30 Oct 83 - 7 Jar) 84)

Solar Wind = 71 days (1 Feb 85 - 12 Apr' 85)

p.Input- Suggested Model

4'Bz No significant cross correlations, no
apparent model.

Solar
Wind yt =.2161B 3Xt + (1/(1 - .7991B))at

(r,s,b) =(0,0,3)
S.E. = 163.42

TABLE XIV

Transfer Function Models for the SEET Channel
B, 70 days (30 Oct 83 - 7 Jans 84)

Solar Wind = 71 days (1 Feb 85 - 12 Apr 85)

Input Suggested Model

Bz No significant cross correlations, no
apparent model.

Solar
Wind Yt =.OOO5B2 Xt + (1/(1 - .7357B

* + .2114B 2))at

(r,s,b) =(0,0,2)
S.E. = 1.218

77

% ~



0-

* v*

TABLE XV

Transfer Function Models for the SEEII Channel
Bz= 70 days (30 Oct 83 - 7 Jan 84)

Solar Wind = 71 days (1 Feb 85 - 12 Apr 85)

Input Suggested Model

Bz yt = (-.0191B I s  + .0453B 1 2 )xt
+ (1/(.6368B - .1913B 4 ))at

(r,s,b) = (0,1,11)

S.E. z .1244

Solar

Wind yt ((.0007B 3  - .0010B6 )/(1 + .3376B))xt

+ (1/(1 - .5547B))at

(r,s,b) = (1,4,2)

S.E. = .1446

TABLE XVI

Transfer Function Models for the SEEIII Channel
Bz = 70 days (30 Oct 83 - 7 Jan 84)

Solar Wind =71 days (1 Feb 85 - 12 Apr 85)

Input Suggested Model

Bz No significant cross correlations, no

o apparent model.

Solar
Wind yt (.00009B 2 + .00005B 3 + .00003B4 )xt

+ (1/(1 - .3589B + .2715B 2

- .4446B 2 5 
- .4600B2 7 ))a,

(r,s,b) (0,2,2)

S.E. .0136
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TABLE XVI I

Transfer Function Models, for the SEEIV Channiel
200 days (25 Sep 84 - 12 Apr 85)

Input Suggested Model

Bz No significant cross correlations,
no apparent model.

Solar
Wind yt (.00016B9 - .000012B1 0 )xt

* + (1/(1 - .7571B + .0728B2 + .0810B5

- .1919B'5 + .0701B 2 0 ))at

(r,s,b) = (0,1,9)
j eS.E. =.0932

TABLE XVIII

Transfer Function Models for the SEEIV Channel
Bz 710 days (30 Oct 83 - 7 Jan 84)

Solar Wind = 71 days (1 Feb 85 -12 Apr 85)

Input Suggested Model

Bz No significant cross correlations, no
apparent model.

Solar
*Wind yt (.00005B 2 - .00003B4 )Xt

+ (1/(1 - .7078B - .2644B2 7 )at

(r,s,b) = 0,2,2)
S.E. = .01846
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Additional data concerning the autocorrelation

and partial autocorrelation functions of the two irnput

series (the IMF Bz arid the solar wind speed) ar'e

contained in Appendix G. These ACFs and PACFs were used

to identify the input series necessary for the initial

part of the transfer function modeling as accomplished

by the prewhitening method. Both of these input series

were shown to be AR(1) processes. Also, Appendix H is a

listing of the 70 day cross correlation functions

between these input series and the various energetic

electron channels (output series) so that the reader may
J.. -

better grasp the procedures for identifying the r, s,

and b values in transfer function modeling.

Discussion

Apart from the time series models developed in

this study, good support for some of the results

obtained in prior studies of energetic electron flux is

evident. Perhaps the two best examples of this are (1)

*the fact that a large positive autocorrelation shoed up

very consistently near lag k 27 in the ACFs of the

lowest three energetic electron channels studied

6. (SEESSD, SEET, SEETI), and (2) the delay factor for many

of the transfer function models was on the order (f one

to two days. Finding (1) above is in good agreement

'.
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with McCormrick who stated in his conclusions that

"whatever processes affect electron fluctuations in th(

three lowest. channels are different from those affecting

the two highest channels" (McCormick, 19P-1:62,63). In

addition, it supports the findings of Paulikas and Blake

who rioted the variability of energetic electron flt.es

associated with the 27 day solar rotation period

Paulikas and Blake, 1978:22). Finding (2) is also in

harmony with McCormick's finding that the electron

fluxes in the SEESSD, SEEI, and SEEII channels showed a

weak but evident correlation with one and a half to

two-day old solar wind speed data. (McCormick, 1984:62).

Moreover, Paulikas and Blake are in agreement with this

delay factor (Paulikas and Blake, 1978:11). Most of

these previous findings were mentioned in Chapter II of

this report.

Referring to the individual series models,

Tables I - IV seem to suggest mixed amounts of success

in using time series analysis. With regard to Table I,

the best models identified yielded a forecast standard

error which is undoubtedly too great to make these

models of any practical use. A 95% confidence interval

for a prediction one day in the future using either of

the tvo models listed would be an extremely broad

irterval of about 3 to 4 times the mean value of the
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series it self. One should bear in mind that. the

standard error of the forecasts depends some'hat upon

where (i., beginning on what day) the requested

forecast is made as is illustrated by the two different,

standard errors listed for each model in Table I.

Still, this appears to render the models unacceptable.

A more reasonable model would give a 95% CI of, say, no

more than half of the mean value of the series. With

this in mind, it then appears that the models in Tables

II and III are likewise of little value.

The results shown in Table IV, however, offer

some hope. As shown, the models for the SEEIII channel

both yielded very small forecast standard errors (.0167

and .0204 for the 100 day and the 3G5 day models

respectively) as compared to their respective series

means. This would appear to make them of possible

future use, but one must keep in mind the data as it

appeared in this channel. The SEEIII values were
'p

characterized by fairly constant count rates (usually

about 0.12 - 0.15) except on a few rare occasions whAere

the count rate skyrocketed to values such as 1417.89

which was the highest value recorded in this series.

Outliers such as this can have a marked effect on the

series mean and standard deviation and thus make a given

model seem more appropriate than it may in fact. be. In
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truth, with the exception of the few out.] iers in the

SEF.IIl channel, one might very well be able to forecast

the next two days of count. rates for SEEI I1 si mpl by

"eyeballing" the past data and noting that, for the mo.t

part, it. varies little from day to day.

Many of the transfer function models are

likewise of doubtful utility. In fact, it seems that

the standard error for the forecasts based on any given

transfer function model was often times as much or

greater than that of the individual series models.

Again, bearing in mind the series means and the forecast

standard errors indicated, it appears that the 706 day

models shown in Tables V, VI, and VII are not useful.

Once again though, the models for the SEEIII channel

(Table VIII) have acceptable standard errors as compared

to the series mean and thus may be of some possible

value in prediction.

The exact same set of statements may be said in

regard to the 200 day models (Tables IX - XII). Once

again the 200 day model for the SEEIII channel (based on

a solar wind input) possessed a small standard error as

compared to the mean value of the SEEIII channel. The

reader v ill note that a transfer functi on model for the

SEEITI channel using the IMF Bz as the input was not

identi fi able. The computer terminated parameter
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est imat i n due to est i mates of the paramet "1b(.( omfirg

too hi gIiy correl at ed".

- In recogTii ti on of the fact that, qu i te a b it of

the irput series data had to be estiiated ( ie. , the data

from the NSSDC on the solar wind and IMF Bz contained

many missing values), it was felt that perhaps the

*transfer function models were not getting a fair chance

at success. Thus, a further examination of the data was

done in an effort to determine a "stretch" of erough

consecutive days of unestimated data so as to make the

transfer function models less susceptible to any bias

caused as a result. of all the estimated values. For the

IMF Bz data, the longest. stretch of "clean" data which

could be cross correlated with the energetic electron

channels occurred during the dates from 30 Oct 83 to 7

Jan 84 (70 days). For the solar wind, the longest

stretch occurred between 1 Feb 85 to 12 Apr 85 (71

days). The results of the transfer function models

using these days' Bz and solar wind values are given inS

Tables XIII - XVI. As is evident, results using this

"unbiased data" were only marginally better than those

when the data containing estimated values were used.6.

And, once again, the transfer function model for the

SFET11 chairinel offered the most possible usefulness.

The reader may note that iri three case.s, modt-l. 1r .r(- tl
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9

identifiable due to lack of any significant cross

correlations between the input series and the stated

energetic electron channel. In all three cases, this

occurred when the Bz component. was used as the input.

series. This again offers some support for the findings

of McCormick who noted that little correlation existed

between the IMF Bz and the energetic electron fluxes

(McCormick, 1984:63).

Tables XVII and XVIII represent the only

identified way of modeling the SEEIV channel. In both

cases, no model could be identified using the IMF Bz as

the input. However, when the solar wind was assumed as

.*'a. the input, some models of possible usefulness were

obtained as the standard error of the forecasts was

small when compared to the series mean. Once again, The

same things which were said about the behavior of the

SEEIII channel may also be said about the SEEIV channel:

The series contains outliers. Therefore, careful use of

these models is in order.

,84
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VI. Conclusions arid Recommendations

Conclusions

This study had some measurable "positives" to

report. First, it reinforced previous findings that

changes in the levels of energetic electron flux lag

solar wind speed changes by one to two days. This was

, brought out by the fact that many of the suggested

transfer- function models had delay parameters (b) of 1

or 2 which indicates that the output (the given electron

channel) lags the input (the solar wind or the IMF Bz)

by a one to two day time period. Second, the fact that

the autocorrelation functions of the three lowest energy

channels (in addition to that of the solar wind) showed

a strong positive autocorrelation around the lag k = 27

definitely supports previous findings that the solar

rotation cycle plays a considerable part in the makeup

of the solar wind plasma and, consequently, in the

changes in energetic electron flux. A closer inspection

of the ACFs shows that a buildup of autocorrelations at

lags just before the k = 27 day point occurs followed

generally by a "builddowri" in the autocorrelations after

this point. A possible theory on the reason for this is

the surmised existence of a "hot spot" of the sun Ohich

em i t greater than ave, rage amounts of plasma and which

8



slowly moves across the solar surface whil , the sun

rotates. Third, the fact that the threc ]owe et eit,.rg

channels displayed this 27 day lag trcnd w .i ]E tht

higher channels did riot gives support to previous

findings that the lower energetic electron channels

appear to behave differently from the higher energ3

channels. Thus, the control mechanisms for the lower

$ energy channels seem to differ from those of the higher

channels.

Of less positive note, it seems that the entire

methodology of time series analysis did not apply as

well as had been hoped to the data presented for study.

'! 2 This might lead one to become disconsolate with regard

to the Box and Jenkins method. However, some

qualifications which affected the analysis have to be
a'

emphasized.

First, it should be recognized that the data
'

were anything but consistent. The LANL data on the

energetic electron count rates were by far the best with

regard to consistency. Of the data from LANL actually

used, only 15 days worth of missing values had to be

estimated. However, this was far less than the data

from the NSSDC on the solar wind and IMF B, which

contained stretches of days at a time where no values
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were posted. The fact that data were missing at all car,

only tend to have adverse effects on the analysis.

Second, there is the iterative or "artful"

nature of time series analysis which must be considered.

The Box and Jenkins method, as presented in BMDP,

requires that the user interact with the program in what

is frequently a very long and time consuming set of

processes before a model is finally identified. The

user must master the art of examining the

autocorrelation and partial autocorrelation functions to

unmask the true behavior of a given time series.

Obviously, the more experience one has at this sort of

-. thing, the quicker the process of identifying the

appropriate model becomes. The same may be said more

emphatically of transfer function modeling. Mastery of

the secrets held in the cross correlation function

between a given input and output series is of the utmost

importance. Without it, an attempt to derive a transfer

function model may be doomed from the start. In the

transfer function modeling process as presented in BMDP,

the user is required many trial and error interactions.

Initially, assuming significant cross correlations exist

between the two series, a guess at r, s, and b may be

made and the appropriate estimates of the diffeieice

equation parameters (all figured by hand) must be input
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into the computer. The computer- will further refinie

these estimates or else "throw them out entir'tely" W11.11

this occurs, the user is forced to make a riiw guess at

r, s, arid b and refigure new parameter estimates. A]m,

a great deal of the time spent in transfer function

modeling consists of trying to iteratively determine the

noise portion of the model (ie., the part attached tu

at). In addition, one is reminded in Box and Jenkins

that for transfer function modeling, there is riot

necessarily one unique model (Box and Jenkins,

1976:387). Therefore, despite the fact that the model

one may derive seems poor (or even good), the analysis,

if carried out a different way, might well yield more
4

favorable results. Different surmisals of the r, s, arid

b parameters can, for instance, lead to different

models. In short, there is often too much left to the

skills (arid whims) of the user and not enough left to

the computer, at least as far as the BMDP implementation

is concerned. Until a more precise way of performing a

time series analysis is developed so as to remove a lot.

of the "art", this method may well be scorned by many

when, in fact, it may have the potential of modeling a

V. giver. equispaced series of values very accurately.L . Third, one must consider the physical processes

at work in the magnetosphere. As has already been

88

jmL



br ugh t out in the I i t( rat. u rc, th e i n t. tract i on s bete.r,

the solar, w ind, the IMF, arid the ene rget i c eI (.t ron

fluxes are anyt.hinag but tri\ ial Therefore in t.hlis

respect, the results of this study are definitel5 in

support of this non-simplistic theory, since most of the

transfer functions derived here seem to indicate that

the fluxes depend quite heavily on something other than

just the solar wind and the IMF Bz. If the solar wind

and the Bz component were the sole drivers of the

energetic electron fluxes, then one would suspect that

the forecast standard errors ir all the transfer

function models would, on the whole, be considerably

less than what they turned out to be. Put simply, there

is more at work in the magnetosphere with regard to

"N energetic electron flux than is reflected here.

Recommendations

Notwithstanding the somewhat disappointing

results of the model fitting attempted in this study,

• the author continues to believe in the Box and Jenkins

method and also that it has utility with regard to the

further study of energetic electron fluxes and the

magnetosphere in general. If nothing else, even with

data that contained many missing values, the various

time series studied here indicate a good capability to
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be modeled by the Box and Jenkins method. This is

supported by the fact that. so many of the

, autocorrelation and partial autocorrt.lation funrt iona

exhibit what appear to be "classic" time series model

tendencies. Moreover, support is offered by the models

''p. themselves. For instance, an examination of BMDP
'p.

Example #3 in Appendix E shows that. the forecasts madt

by the model are at least attempting to follow the

trends of the actual values (page 162). Thus, it is.

recommended that time series analyses of such data

continue to be carried out in the future. One

possibility for shortening the long iterations involved

in the BMDP implementation of the method is the

*. development and use of more sophisticated software which

will eliminate some or all of the guessing involved on

-the part of the user and make the method more the

*application of a precise set of steps which yields a

very accurate model. From consultations with advisors

and peers, it is the understanding that such computer

software may be on the horizon. If so, it would

definitely be to the advantage of the person doing a

I. tim! series analysis to use such programs.

With regard to future data, it would be most

helpful if it could somehow be made more consistent arid

required less by way of estimation of missing values.
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This i s truly, an ideal , however, arnd the autl hor r eal i

that it is almost as di ffieult to predict wher a s;it, it(,

sesor, is about to malfuriit ion as it is to prA.dit

electron fluxes. If "cleaner" data could be obtaiii ne', the-

possibility of doing a time series analysis based on

hourly readings might be an interesting undertaking if the

improved software spoken of above could also be used. If

such a computer program were to yield an extremely

accurate model for, say, a transfer function between the

solar wind and the SEEIV channel utilizing hourly data, it

might be more plausible to ask for (and rely on) a

prediction 24 - 48 hours (time periods) in the future.

The reader will recall that usually such predictions carr

with them a very high standard error.

Additionally, nothing can help the potential user

of the Box and Jenkins method more than a solid foundation

in the material as presented in the text. As a minimum, a

prior graduate level course in time series analysis is

recommended.

Finally, with regard to the models derived here,

only those with an acceptably small forecast standard

error should be considered for use. The reader is

reminded t.hat time series modeling is not a static. pro.es -

in that as new data is recorded, the model should bc

updated to reflect the series' latest trends.
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Atppendix' A: FORTRAN Prog ram to Rcad th(a: LA'I, I)a t-a

program readom

This program was writt,-r, so thai the ,lW t, ()I, t:,.
o Omni Tape could be compressed into a moio(
C manageable file of daily averages. The ieall
o' important variables are the variables for the
c solar wind velocity (v) arid those
C having to do with the IMF (bxe,bye,bze,bym,bzm).
C Note that some variables have been declared as
c integers and some as real depending on how,' the
c NSSDC specified their individual formats on the

c Omni Tape (eg., 12 or F6.2, etc.).
C, Note also that the last 20 real variables
c beginning with the variable aptsi are the averages
c of their respective variables which we are
c interested in (eg., aptsi is the average of ptsi,

c av is the average solar wind velocity, etc.).

integer flag,yr,day,hr,brn,idimf,idsw, ptsi,ptsp,
*kp,c9,r,dst,nn(20),dread

real b,f, thb,phb,bxe,bye,bze,bym,bzm,sigb,si gf,
*sigbx,sigby ,sigbzt,n,v, phv, thv,sigt, sign, sigv,
*sigphv, sigthv,
*ss(20),
*aptsi,aptsp, akp,ac9,ar,adst,ab,af,atlib,aphb,
*abxe, abye, abze, abym, abzm,at, an, av, aphv, athv

C
c The character variable junk was introduced as a
c variable into which any miscellaneous data records
c which do not contain numerical characters could be
c read and discarded. For the data set giver, this
c occured only once: on the 10th hour of the 338th
c day of 1982, a row of asterisks was present.
C Thus, this data were discarded by having it read
o into the variable junk.
c

character junk

c
c The general purpose directory trap contained the
c raw Omni Tape data (hourly readings amounting to a
c 5 megabyte file). The file name containing the
c raw data was file3. Consequently, we must
c open this file in order to manipulate the data.
c Also, the file swdat must be opened in order to
, read it the newly averaged data.
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Th file si.dat wi 1l t he, (I:I he'. .i.,( arid Ili()I

manageal e, fi I c

op n 2, f i l e=' /tml)/ f i 1(-3

~c,

C The f(l I owi rig are small routi nes to set th(
o summing variables back

C to zero at, the beginning of a new day.

5 do 6 kk=l, 20
ss(kk) = 0.0

6 continue

7 do 8 kk=l, 20
contnn(kk) = I

,", 8 con t i nue

C,

-S The variable dread is a conditional ter'minat i u
C variable for the program.

.. (2

dread : 0

10 if(dr-ead.eq.1) goto 200
C,

( The follo'wing are the format- statcment and tead
o2, statement that are used to read the rat, data fiom

C. the file file3.

11 format (il,i2,i3,i2,i4,2i2,2i3,14f6.2,f8.0,
* f5.1,3f6.1,f8.0,f5.1,3f6.1,i2,il,i4,i5)

c

c Note that the original raw data on the Omni Tape

c contained 37 different variables, many of khich

c are superfluous to this study.
SC,

read(2,11)
*flag, yr, day, hr ,brn, idimf, idsw,
• ptsi,ptsp,b,f,thb,phb,bxe,bye,bze, byi,,
*bzm,sigb,sigf,sigbx,
* si gby , si Lhz , t , , , phv , th\-, si gt , si gn, si g%
*s i gphv , si gthv , kp, c9 , r, dst.

C, Th(e averagi ng sulbrou t ines a Ie ,il c:d f-,r I h(
variou. variables, which have no . beenr i-ead in.

C These subroutiri es simply add th(

o: ret.1 read variable to the pre \ioJ-s -um of th t
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C sand vari ahi e and1 cal cul aitt a ri e i a eI a g. T I
c subr-out inc is cal led for, ea( h

C, hourl1y read ing unt i I the last i-eading (if tlite dia.
is1 r-ca(i i . At that time, the it (1iI1 cigIN

c 'I C1)pif)t ed and( read i nt () the f i 1 . s"I'diA a-, t III
c average al UC for thtvar-i'al e for. thIat dA%

call1 a vg i ptsi , ri( 1) ss( I) a 1)t.
c -all a %g9i (pt sp , nn (2), s (2) apt sl,
calI I a, gi ( kp, flit( 3) ,s s 3) a kp
calli avigi c9 ,nYn () ,(4 ) 4 ac9

call avg i (r , nn ( 5) ,ss( 5, a r
call1 avgi (dst ,nn(C6), ss (6), adst)
call avgr(b,nn(7),ss(7),ab)
call avgr(f,nn(8) ,ss(8) ,af)

e call avgr(thb,nn(9) ,ss(9) ,athb)
cal 1 agr- ( phb, nni ( 10) , q-, (10), aphb)
callI avgr ( bxe ,nn ( 11 ) ,ss( I I I),abxe)
call avgr(bye ,nn (12) ,ss(12) ,abyc)
call avgr- (bze , nn ( 13), ss( (13), abze)
call avgr(bym,nn(14) ,ss(14) ,abyn)
call avgr(bzrn,nn(15) ,ss(15) ,abzrn)
call avgr(t,nn(16) ,ss(16) ,at)
call avgr(n,nn(17),ss(17),an)
call avgr(v,,nn(18) ,ss(18) ,av)
call av-gr(phv ,nn(l9),ss(19),aphv-)
call avgr(thv,nn(20),ss(20),athv)

c
c The 23rd hour of the day is the last r-eading W

c any given day. Thus at this time, the data must
c be finally averaged anid then writtern into the fill:-
c swdat. A total of 22 variables will be written,
c into the net; file.
c

if(hr.eq.23) then
15 format(i2,lx,i3,lx,,2(f5.1,lx) ,f4.1,lx,

*f3 .1,lx, 2 (f6.l, lx),
* ~~*9 (f6 .2,1 x) ,f8.0,1 x, f5.1, lx, 3 (f6.1,1 x))

write (3,15)
* yr,day,aptsitaptsp,akp,ac9)
* ar ,adst ,ab,af, athb, aphb, abxc ,,aby,
* abze,abym,abzm,
*atan,av,,aphv,,athv

end i f

* C The following is the subr-out inc used to close tlic
C, files when all the data from file3 has finally

c been read and wri tten. Note that this r-out ine
C s(-ts the termination variable dread equal to tht
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*v ;

I)' program t, rmi natio n value of I.
(,

if,(hr.eq. 23.and .day .eq. 101 .ad e. .q. 85) t hen
c lo s e (2)
c ( ose (3)
dread 1

end if
C,

c The one data record which contained miscellaneous
c "junk" is identified with the routine below.
c This data is to be discarded. This statement was
c unique to the data provided.

c

if(hr.eq. lO.and.day.eq.338.and.yr.eq.82) then
read(2,16) junk

16 format(a180)
end i f

c
c A series cf "if" statements to ascertain if th(.
c last original raw data record has been read.
c Again, the values used in these 3 statements ar
c unique to the data provided.
c

if(hr.eq.23.and.day.ne.ll.and.yr.nc.85) goto 5
"\ if(hr.eq.23.and.day.eq.l0l.and.yr.ne.85) goto 5

if(hr.eq.23.and.day.ne.101.and.yr.eq.85) goto 5
goto 10

200 end
c

c These are the actual subroutines used for
c averaging. Note that any variables which have a
c value of zero are not used in computing the final
c daily average. This is because -ero was
c designated by the NSSDC as the value for a
c variable when its actual value was "missing" or
c indeterminate.

subroutine avgi(x,nx,sx,ax)
real sx,ax

*r integer x,nx

if (x.ne.0) then
sx = x + SX

ax = sx./nx
n x = n x + I

ernd i f

en (
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,¢

i "- ,"sutbrouti ne avgr(x ,nx ,sx ,ax)

real x,sx,ax
integer nx
if (x.ne.O) then

sx = x + SX
- ax = sx/nxiI

n x = nx + I

endi f

end
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Appeldix B: FORTRAN Progl'riAn Combi ni ng LANL. awid NSS)C
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' Appendix B: FORTRAN Program Combining LANI. and NSSDC
Data

program combol

c This program was written to read the, values in the
C files formed from the LANL data (energetic elec-
c tron flux) and the NSSDC data (solar w'nd speed/
. IMF values) in order to form one single time
c synchronized data file for the purposes of
C c performing transfer function analysis as described
C in Box and Jenkins. The name of the LANL file
c is "EEDAT3" while the name used for the NSSDC file
c was "swdat".

A C,
c In the following lists of variables, day, date,
c abzm (the average daily Bz component expressed

c in Geocentric Solar Magnetospheric or GSM units),
c av (the average daily solar wind velocity in
c km/sec), and SEESSD, SEEI, SEEII, SEEIII, SEEIV
c (the various channels of energetic electron flux)
c are the variables of interest despite the fact
c that others were copied into the new time synch-
c ronized file. The other variables were either

c superfluous or declared for convenience in execu-

c ting this program.
. c

integer yr,day,grp,date,pts,count,
rep,doi,poi,i(15),k,jl,j2

real aptsi ,aptsp,akp,ac9 ,ar,adst,ab,af,
* athb,aphb,abxe,abye,abze,abym,abzm,
* at,an,av,aphv,athv,
* GAMIII,

* SEEIII,GAMII,GAMIV,SEEI,SEEII,SEEIV,SEESSD
character junkl,junk2

c

c The variables count and rep are counter variables
c used to control execution of this program. The
c variables doi and poi stand for "day of interest"
c and "port of interest". The 127th day of the file
c containing the solar wind and IMF data (file
c swdat") represents May 8 which is the first day

c (matched to the file containing the energetic
C, electron flux data, "EEDAT3") of sw/IMF values
c which should be copied. May 8, 1983 is the first
C day of data from file "EEDAT3". File "swdat" has
c data for days prior to this so all its data
c prior to this date is unecessary since no
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o cross correlations cani be performed oil it
c w.ithout data for similar' days f run, filt "EEDAT.2".
C. The parameter poi is a variable to name the port
c thrxough which a fite is copied (a FORTRA-\
C part icular when writing a file of data to a tic,%:
c file). Variables j1 and j2 are, also counters.
c

count = 0
rep = 1
doi = 127
poi = 4
jl = 0

j2 = 0

C
c Variable i is an array used to name the particu-
c lar dates in file "EEDAT3" where missing values of
c variables of no interest to this study will have

c to be read. Thus, when the program determines
c that one of these dates is the date of the data
c being read, it will read the data according to

c a different format. In so doing, it will use
c the character variables junkl and junk2 to read
. in the missing values of these useless variables.
C Without this caveat in the program, the creation

" _ c of the new single time synchronized file could riot
, c' proceed. Notice that there are 15 dates on which

c missing values of superfluous variables occur.
c The other 17 dates where missing values occurred

c were in August 1982. The reader will recall from
c Chapter III that the data up until May 8, 1983
c from LANL was discarded partly for this reason (s o
c many missing values in one month). Also, discard-

c ing data up to May 8, 1983 left exactly three
c years (1095 days) which could be analyzed. This
c was felt to be more than enough data for analysis.

C

i(l) = 830523
* i(2) = 830524

i(3) = 830526
i(4) = 840216

i(5) = 840217

i(6) = 840218
i(7) = 840620

i(8) = 840718
i(9) = 841015

% i(10) = 841016

i(11) = 841030

i(12) = 841031

i(13) = 841101
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i(1!4) 8 84110 2

i(15) = 841103

c The follow~ing statements open the relevant files..

c File "CCFLO" is the name given to the new single
c file containing combined, time synchronized

c sw/IMF and energetic electron flux data. The
c reader will notice that later on in the program
c two other files ("CCFLI" and "CCFL2") were also
c created. These were initially thought to be

V c necessary for the analysis but in fact were not.
c The name "CCFLO" is the author's acronym for
c "cross correlation file with 0 days lag".

c In other words, "CCFLO" represents a file of
c data from both "swdat" and "EEDAT3" which is
c time synchronized (ie., has zero days lag).

rC'

open (2,file = 'swdat')
open (3,file = 'EEDAT3')
open (4,file = 'CCFLO')

date = 830508

5 read (2,10) yr,day,aptsi,aptsp,akp,
* ac9,ar,adst,ab,af,athb,
* aphb,abxe,abye,abze,abym,

* abzm,at,anav,aphv,athv

c
c File "swdat" is read first since it has all
c the excess data at the start which must be
c discarded (ie., all data up until May 8, 1983).
c

10 format (i2,lx,i3,lx,2(f5.1,lx),f4.1,lx,f3.1,lx,
7• 2(f6.1,lx),9(f6.2,1x),

* f8.0,1x,f5.1,1x,3(f6.1,1x))

c
* c We continue to read data from "swdat" but

c not copy it until May 8, 1983 rolls around.
c This is the first day of data from file "EEDAT3".

c When we finally reach this date, data from both
c "swdat" and "EEDAT3" begins to be copied into
c the file "CCFLO".

c
% if (yr.eq.83.and.day.eq.doi) then

count = 1
endi f

if (Count.lt.1) goto 5
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C" C tCwtinu, to read data without c ot yilg urit i]
c reaching the appropriate date.
0

C The foll ow ing do loop takes care of radi n.

C in the appropriate values on those days when
c missing values for superfluous variables in
C file "FEDAT3" occur.
c As mentioned earlier, without this the program
0 could not read all the data. Notice that. when
c the data is read this way, character variables
c junkI and junk2 are assigned values for what

c would normally be the unused variables pts and
c GAMII (see statement 13 below).
c

do 12 k=1,15
if (date.eq.i(k)) then

j2 k
k 15

10 read (3,11) grp,date,junkl,SEEIII,
* junk2, SEEI,

* SEEI I, SEEIV, SEESSD
11 format (i2,2x,i6,5x,a2,lx,

f7.4,a7,3(f6.4,1x),f8.4)

endif
12 continue

if (j2.gt.jl) goto 16
c

c Statement 13 is the normal read statement used
c to read data from file "EEDAT3". Statement 10
c above is only used on the 15 particular dates
c where missing values occur.
c
13 read (3,15) grp,date,pts,SEEIII,

* GAMII,GAMIII,GAMIV,
* SEEI ,SEEII ,SEETV,SEESSD

15 format (i2,2x, i6,5x, i2,4x,f6.4,
* 3x, f7.4,3x, f7.4,2x,f8.4,4x,
* f6.4,4x,f6.4,4x,f6.4,2x,f8.4)

c

c Statement 16 begins the sequence where the data
o values from both "EEDAT3" and "swdat" are actually
c written into the new time synchronized file.
c
16 j1 = j2

if (count.eq.l) then

write (poi,17) date,abxe,abye,abze,
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¢"* abym,abzm,av,SEESSD,
* SEEI,SEEII,SEEIII,SEETN'

17 format (i6,1x,5(f6.2,1x),f6.1,1x,
f8.4,lx,2(f6.4,lx),f7.4,lx,f6. 1)

Vendif
C
c The following list of statements are termination
c statements. The last day for which time synch-

c ronized data may be obtained is April 12, 1985.
c This is the last day of data occurring in file
c "swdat" and thus represents the last day for
c which we wish to write down values into the new
c file. April 12, 1985 correiponds to day 101 in
c the creation of file "CCFLO". It corresponds to
c day 100 and day 99 in the creation of files
c "CCFL1" and "CCFL2" respectively. These last two
c files were not used in the analysis. "EEDAT3"
c contains data for dates after April 12, 1985, but

c since "swdat" does not, we ha-.e copied as many
0 values as we can for the purposes uf transfer
c function modeling.
c

if (yr.eq.85.and.day.eq.101.and.rep.eq.1) then
count = 0

32 = 0
close (2)
close (3)
close (4)

% endi rep = 2

C
c If we have not read the last day, then rep re-
c mains equal to 1 and we continue to read by re-

c turning to statement 5 to iterate the process.
c If we have read the last value, then rep is set
c equal to 2 (see the "if" statement above), and
c the new file is closed. We then proceed on to
c create and fill data files "CCFLI" and "CCFL2"
c in the same manner as we did "CCFLO".
c

if (rep.eq.1) goto 5
if (count.eq.1) goto 20

if (rep.eq.2) then
open (2,file = 'swdat')
open (3,file = 'EEDAT3')
open (7,file 'CCFLI')
doi 126
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pcui = 7
end i f

20 if (yr.eq.85.and.day.eq.100.and.rep. eq.2) th r
count = 0
jj = 0

j2 = 0
close (2)
close (3)
close (7)
rep = 3

endi f
if (rep.eq.2) goto 5
if (count.eq.1) goto 25

if (rep.eq.3) then
open (2,file = 'swdat')
open (3,file = 'EEDAT3')
open (8,file = 'CCFL2')
doi = 125
poi = 8

endif

25 if (yr.eq.85.and.day.eq.99.and.rep.eq.3) then
close (2)
close (3)
close (8)
rep = 4

endi f

if (rep.eq.3) goto 5

end
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Appendix C: FORTRAN Program to Write Out All Pertinent
Data

7H TS PROCRAM WRTEE OU T All. 7Ki DATA FOR EAr' nF 7
A:LY AVERAGE VALUES RECRDEIr FOR:

SOLAR WIN!, E7, SEESSO SERI, SEEM, SEPT11, AN:
SEE:'. TH7 EEMTNN:N^ DATE IS IAY S, 1982. NOTICO
THA' VALUES F5R THE SOLAR WIND AN- B7 CCMONEN'T EC
o :APE 85. TH'S 70C DAYS REPESENS TNEXEN

C OF TEE CROSS-CORRELATABLE DATA BETWEEN THE SOLAR WIND,!
C B7 CONSMDEREP AS INPUTS AND THE INDIVIDUAL ELECTRON

F L1 CHANNELS CONSIDERED AS OUTPU.TS FOR TRANSEE
4. F'N^'ON MODELING.

DATE, MOUN

REAL ABZOM, AV, SEERSSD, SERI, SEEII, SEE!ITI,SEV
ICHA-ACTER JUNKI, JUNK2, JUN2

COUINT
OPE Z, FILE :'COFLO'

O:EN 11, FILE :'EBDAT!'

REK;~,1 DATE, JUNK,, ABZ.M, AV, SEPSSD, SEE!, SEE",
tSE:: SEEIV

1I FORMAT :,A'F. XF.XF.,X2E.,X,74X O4

IF (C0"JNT.EQ.I1 THEN
WRITE (6,11),

END FCRA

COUNT, COUNT 4 1
WRITE (6,12) DATE, AFZM, AV, SEESM, SEEI, SEEI., SEE:II, SEE~;

IF (COUNT.GE.45: THEN

D 106
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'tsp

-p
4.-

P
.4- -

'4--

,,.
4
s *'~-~

5,. '54.

-. -" CA E.L

7 REV 2,? JUNK. '~ 'W SEEM> JUNK, ERR:, STEW,
... , SEESS:

A-
-p-v.

2'. F.EMt . A4,:EIxA:,4YES.4,A:4,::R[. 4, U; ,RS.4,CXES&
:Tc:UN:.E;A) THEN

WRITE 5,22
2.2 FRMAT C2X,'DATE',6X,'BZ',4X,'SWVEL',2Y,'SEESSD',4X, 'SEE?

-rn-F' 41,'SEEIi',2X,'SEE1II',3X,'SEEIV',/)
ti

ENIKE

COUNT COUNT 4 1
VE: E (6,25) DATE, SEESED, HEEl, SEEN, SEE:II, SEEIV

25 FORMAT (ZX,16,1EXFB.4,2IFS.4,2xF6.4,2XF7.4,2xEE.4)
.4..

4.
'4%

IF NOUNT.GE.41) THEN
COUNT 1

V.
-F.

0
-7- IF ~DATE.NE.8E25O6 COTO 17
'N.

'C
4.-

CLOSE (2
*44

-4. EN:
'% K>

"A
-'4P'~~5,

'.5- 5,
4-

N"-

'4.
4.

'4%

0

'If

a,

'V
N-
'V
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Appendix D: Listing of All Pertinent Data
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Appendix D: L isting of A]I Pert iriort D tua

%
414.2 'W , ,....1

cm "', re

5 >.4 464.6 344.[C4[ 4 3. : 3 .C13 :30:

830512 0.58 518.2 11,841! 0.M59' O.C%3 3.'" 8

830517 -1.02 495.i 184342 !.0575 0.122 0.0028 0,.180

, j~ 83,.r,, G,1 C. 8

1+4 - .0 , t I.~ 42 7.254+ + • :+ 4, C 0953 0.193
830515 -1-02 671.1 39C.3473 2 77fj5 0.23A9 M 945 0.1939

830516 -1.01. 6?I 1 374,1902 3 805 0.2017 C.0981 0.1937

83051? -!.02 495,6 143.9721 !.0[75 0,lt27 G,0..8 0.18c 6

83512 2.68 450.8 60.4168 0.5044 0.0692 .0799 0.1794

830519 2.27 40.4 80.2263 0.5334 0.0722 O.0516 0,1897

832523 3.E3 389.4 187.678Z 2,0617 0.2474 0.0968 0.2310
830521 5.8Z 557.5 3.655E 0.0399 0.C377 c,0815 0.1862

83522 -3.05 591.8 31.3407 0.1020 0.0433 0.0800 0.1849
830523 -2.2S 585.2 80,7859 0.4592 0.0611 0.082 ,192 5
830524 -1.33 614.2 184.3976 0.9290 01585 28.4798 C.2253

830525 5,95 64.0 184.4024 0.9290 0.1586 2w.478 0.2354
832052 5.95 648.0 55.8152 0.7328 0,122 C.r932 0.1261
830527 5.95 648.0 184.4120 0,29 3 2 ,586 .474 .
033525 5.5 640.2 70.4957 0.20? 0,05.! '4 ' °."37
233523 5.95 643.0 152,2337 0,.. O. ,347?.Qn
3633~ 0.85 321.3 119.9056 0,47 T 2.782 ....73 2:3[+

537i 9% 420 6 20.3335 0 30 S 3":8 + ....
83060C -0.8 432.6 22.8509 0.0924 0.3469 2.072! c.2046
830HC2 0.33 4O.7 23.5162 0.0108 0.0431 0.3246 ' .10,
?23p6 0.2 C. 2.0 34 .9108 0.1 30 0.H,18 3. E10G5

830604 .51 438.9 45.3721 0,1657 0 . ,0 0 0.335

830605 0.89 440.9 55.9589 0.1887 0.0535 C.0889 0,2040

8300E 2.72 517,3 55.6194 0.1645 0.0518 0.0365 0.!295
830367 2.72 51?.3 29.4189 0.0874 .0464 0.0865 0.1999
830608 2,72 517 3 30.8373 0.0895 0.0465 0.085C 0.2035
830602 2.72 517.3 15.6942 0.0588 0.0423 0.08231 0.1938

830610 2.72 517.3 4.6172 0.0436 0.0404 0.0513 01905
830511 2.72 357.0 !.5627 0,0478 0.0422 0. 29 0.1924
830612 2,72 365.2 4.9617 0.0426 0.0408 C,0357 0,1914
Ri -. 81 555.7 8.6452 0.043 0.0391 0.ns04 0,1829
8305:4 0.84 462,5 87,8E82 0.0695 0.3462 0 173 0.1999

" E306 -223 437.9 63.2878 0.0922 ,C495 2.325 .206F
8335E6 C 3 385 . 95.5263 C.763 3 0 .C, 7 C,
233;" 3.73 4329.8 63 .688V C.4% 0. 43 .E 0.2 1
2... p V.8 62.3 24.3370 ? ....4 1. . 7 12

P335:' -1.73 592,.4 73.4569 C. . .4 . ... .F L
823303 -1.73 476.1 19 ,65 4 3 S 4 4 3 5..
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D"7 P7 QWV17L SEESSO SEE, SEE:: SEEl: ~v.

823021 -:.7 476. 13.2236 0,4717 0.06 U .0924 0.2100
322C3t2 Z - I.73 4731 2 44. 62 61 0. 533C5 0. 0 44 C.09 1 L 0. 2 0
82323 -1.72 47E.1 170.392: 0.329 0.02: 0.299 .2051

" 8306 4 -0.39 392.2 !19.8399 0.5659 0. 724 0.K' : . c6E
830625 0.09 357.8 273.1825 1.712 0., O C. , 0. 1" 2.212
830266 0.70 407.4 125.2,35 0.3403 0.2305 0.0302 2030
830627 0.26 443.0 67.3353 0.223 0.0506 0.0832 0.20'?
8.3.8 0.48 47 . 100.8528 0.35:8 0.0625 09 %'? C. :5
830c29 0.84 420.7 41.0516 0.0925 0.04" C.0872 0.2034
830330 1.23 411.8 12.4442 0.0545 0.043 0.03c 0 "
830701 -0.32 393.5 48.8261 0.1317 0.0471 0.1906 0.2043
830702 -0.32 393.5 58.2352 0.1195 0.0472 0.09 .4 2.Z 2.
83003 -0.32 393.M  33.7165 0.0997 C.0458 C.03K 0.223.

830704 -0.32 392.5 24.0561 0.0E22 0.0453 0. P F C.21
83070U -0.22 393.5 20.3641 0.0629 0.0435 0.09 ......
83070p -0.32 333.9 8.2975 . .0534 D.C444 0,08. MS:% .75

83.7?7 -0.88 44.8 4.307 .0544 0.0455 0.0900 C.2120
830708 1.37 442,.5 22.7939 0.0577 0.0445 0.09:4 9 .9 P
83070 -0.39 455.3 19.5251 H .072 0.0447 0.091f 0.2 ,097
8 7c 0.78 465.0 51.3236 0.0929 0.052 0.0947 0.21%0
830..:: 0.60 399.? 57.6838 0.1071 0.0505 0.096U 0.2178

."% 820712 2.07 401.5 43.1700 0.1060 0.094 0.0923 0.2120
83273 -1.34 555.4 98.2269 0.0975 0.0515 0.095" 0.2176

0 83714 -1.34 55.4 1 2.5243 0. 104 0.0518 C.,?F C. 204

S 2715 -1.34 555.4 183.3251 0.1314 0.0543 0. 99 L 0.2223
3371 -1.34 555. 3.7769 0.0461 0.0437 0.0324 C."!15
82071? -1.34 555.4 51.7207 0.0723 0.0473 0.091E 0.2141

830718 -1.34 555.4 56.9284 0.1151 0471 0.0916 5.2172
830719 -1.01 H5.4 212.0317 0.3193 0.0575 0.0994 0.2205
830720 1.48 479.7 286.5022 0.6035 0.0700 C.1023 9.2249
830721 -1.03 463.1 279.4203 0.6114 0.0692 0.1013 0.2271
830722 -0.12 405.3 124.2042 0.5023 0.0627 0.0947 0.2181
830723 4.49 421.4 4.2854 0.0436 0.0416 0.0828 0.1954
830724 -3.85 443.1 21.2244 0.0676 0.0437 0.0883 0.2055
82 ?25 -0.45 515.9 96.5466 0.1123 0.0489 0.09!0 0.2123
8 N0726 0.10 151.5 271.1768 0.3319 0.0628 0.10I 0.2233
822727 0.10 451.5 252.7928 0.3332 0.0601 0.0997 0.224f
82"728 0.!C 451.r 72.4116 0.1126 0.0504 0.0925 0.2152
830729 0.10 45'5 52.2086 0.0873 0.0476 0.09:2 0.2 150
822722 .10 4 .5 59.734 1 0 0.048 0.I1 I..48 C
F32%: 0.i0 451 115.605 0.1639 0.052U 0.Z 9 2.224F
-4' -2. .2.. 0 .I ..0 .: 0.1: . 12

- .. 5E! . 4 . . .?. .7 02192rY2 2.6. 56 4.33.9 271> 0.2423'  ...'
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"- 37 o: VS WF S ES s: Sop:: : s;

821 °, 6.6 20.67 2.06 0.,7 .... .24

,.°  42~6~ 42.3 29 .,. 7. 1.24

8307% 2.2 2 3.32 17.5623 2,2522 2 .... 2 , .... :

283C, 2.69 323 2 8.2698 0.059 0,042: .+4? 4.2...
8202S9 2.69 33.2 9.8932 0.0663 0,D44: 0,? 2??
8220:0 2.69 333.2 15.743! 0.0669 0.0429 0.0A6 0.20f6
83,011 2.69 33 .2 47.1030 0.1110 0.0475 C.'2C3 0.2092

83 ,11 2.69 333.2 3.6526 0.044 0,0426 0.0 F4 C.209
8208:2 -0.63 542.5 22.424C 0,0648 0.0477 0.920 0.2277
830814 1.05 509.7 132.0583 0.1283 0.0531 0.0996 0.2266
830815 0.24 491.2 183,3936 0.1504 0.0553 0,1000 0.2279
830816 0.06 427.3 250.4874 0.2351 0.0599 0,1034 0,228F
83081' 1.34 381.2 38,4445 0.0813 0.0480 0.0914 0,.217
830818 1.78 351.4 212.9304 0.5943 0.0715 0.1060 0.2284
830819 3.17 355.6 135.3966 0.3975 0.0619 0.!0C! 0.2272

-. 82082C -0.71 422.1 5.9777 0.0468 0.0455 0.09CZ 0.2145
830821 -0.71 422.1 8.6153 0.04?6 0,0435 1.0901 0.2:3
830822 -0.71 422.1 31,0290 0,0736 0.0418 0.0906 0.224
83C823 -0.71 422.1 42.9739 0.1049 0.0494 0.092 0.2205
830824 -0.71 422.1 106.6274 0.2878 0.0587 0,0961 0.2222
830825 -0.71 422.1 180.5868 0.7948 0.0840 0.1235 1.2355
82V26 -0.60 501.4 399.9948 1.9240 0.1498 .110 0.236,

830827 2.71 490.4 77.29? 5.5075 0.4246 0.162 0.2643
82 2 s -1.46 415.6 310.0828 2.2563 0.2198 0,11 0.2 ?
82 2.7I 0.36 , 39 '.2053 .3127 0.0H90 0.0928 0,..

C20322 2.62 635.3 6.8942 20512 0.0437 0,0962 0.2107
- 8321 -0.23 639.9 166.2012 0.2020 0.055 2.0916 0.2262

8309-1 0.70 582.8 196.4010 0.37E6 0.0628 0.1024 0,2314
81292 0.70 515.0 282.1411 0.6869 0.0770 0.1072 0,227S
83923. 0.70 515.0 250.799H 0.7646 0.0816 2.I066 0.2415
830904 0.70 515.0 292.0909 1.1802 0.1048 0.129C 3.2303
830905 0.70 515.0 235.4409 0.6026 0.0821 0.1067 0.2265
830900 0.70 515.0 86.8791 0.2012 0.054C 2.29F2 0.2292

, 832907 0.70 515.0 21.3002 0.0832 0.0467 0.0929 0,225'
83090? 2.10 362.0 5.9491 0.0523 0.0466 0,0951 2.2249
833909 2.49 528.0 6.2765 0.0494 0.0460 0.0927 0.2252
830910 0.79 534.0 44.6622 0.0618 0.0514 0.0974 .2275
830911 0.73 510.5 155.8239 0.1067 0.056E 0.1139 0.2330
8309. -0.15 465.8 9C.7901 0.1413 0.0519 0.2995 0,.2275

82913 -0.59 403.4 126.4273 0.2 3 0.0565 0.1"14 2.2318
820224 1.34 .1 15.061, " 15 0,9
8 3 2: 2.33 27 . 7.0!78 0.050 0.0444 2.091 0,. 2
-" 1% 2.23 775.1 12.6404 C0A6 ..0466 2.291e C .22:

' ;v11



N AE K SWIEL SEESS' S7 7 E: SEE:: SE:,

F 9229 2.23 375.1 175.0748 0.39: 0M2 C. 0.2 3
829:8 2. 3 375.1 253.51 8 0.5594 0.072 44 22"2
823919 2.3 37. 2710 0.2 0.... 3 .°, .. ....

83092? -1.37 489.5 269.5759 0,6867 0,08f" 0.1c25 C.2314
820921 -1. 37 430.5 698.4154 1.9262 0.1425 0. 12 0 .Z5
830922 -0.66 382,2 356.9766 1.1473 0.099' 0.112 0.2421
830922 -0.75 323.? 629.8430 3.5511 0.2139 0.1311 0.2602
830924 1.41 380.6 225.0540 0.9161 0.0948 0.I129 0.397
830825 2.41 580.0 11.2239 0.0600 0.1469 0.0926 0.2209
83092 1 .54 663.2 112,1104 0.21? 0.0551 0.0 98 ' ..
830927 0.59 625.7 433.6756 0.8814 0.0887 0.1153 0,2502
830928 0.59 625.7 583.2333 1.5415 0.1149 0.1:40 0.258K
830929 0.59 625.7 280,9175 0.7566 0.0806 0.1115 0.2455
830932 .59 625.7 505.0337 3.!832 0. 4f4 C,121 0.2607
8 21 10 0.59 625.7 337.1849 1 H29 0,2.11 0.1126 0.2446
8M002 0. 625.7 11.2763 0.0602 0.0458 0,09" 0.222:
8310 2 -2.89 427.2 82.071: 0.1806 3.0522 0.0998 0.2292
831004 -!.50 426.0 17.6032 0.0761 0.41 C,.048 0,.28
831035 2.64 458.5 25.7346 0.023 0.04S7 0.0965 (.2253
831006 2.31 459.1 10.7290 0.0504 0.0459 0.0956 0.22.5
G8317 1.83 551.7 29.5990 0.0572 0.0481 0.059 0.222:

A, 821008 1 .2 558.1 42.8985 0.0664 0.0 91 0,0951 0,228P
82100 1.46 504.7 61.6628 0.0809 0.2522 0.08 : 0.2291
8310 ... 1.96 408.2 ?2.420? 0. 250 0.L517 17 . 2" 294
8 31211 1.96 408.2 84.593' 0.'106 0.OE5 0,' c 0.229V
821012 1.96 408.2 82.9764 C. 1 5 0.05? 0,29 ,..C..
8 3 L3 1.96 408.2 5.29E6 0.C489 0.045 0.09:3 0,22r4
831014 1.96 408.2 13.8164 0.0534 L.04E 0.1951 0.2263
8 M1015 -0.90 409.7 92.8338 0.1428 0.05C8 0.i'14 0.2268
821016 -0.80 385.3 98.9013 0.2360 0.5555 .0936 0.234

83101? -4.22 424.0 20.5290 0.0774 0,0475 0.0944 0.2256
- 831018 -3.77 488.4 35.9681 0.1054 0,0475 0.0940 0.2274

831011 0.02 464.5 344.3532 0.7599 0.0990 0.1153 0.2486
831020 0.52 389.4 548.9635 2.5230 0.2271 0.!278 0.2603
831021 1.55 450.4 305.3996 1.?729 0.1640 0.1121 0.2426
8210 22 0.30 560.6 98.1038 0.1764 0.0533 0.0996 0.2328
931023 0.30 510.4 134.7237 0.2478 0.0580 0.091 0.2303
821024 0.30 510.4 282.6889 0.6840 0.07?0 0.1123 0 46
802" 0 30 510.4 444.0352 1.0826 0.1035 C .1235 0 2657

S 0.2 5!0.4 545.8427 2.2992 P-1.44 0 [ 0 7
8220? 0.22 5,14 617.8358 2.93 0.218 0.,221 0.26:4

83 2 22 2 . .5582 ,Y47 0. 4 -  : . .... " 46:W
...11 -2,24 52.2 24,22 . 2,44 0,04% °  0.%2 2.2,

%-'.
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I

LATE 8K SWVEL SEESSn SEE, SEE:: SEE::: EE:V

....:-! :7 . ...... ., 0.3452 0,:0: . 2£4 2.242[
0::n2 2.0: o: * :2.41 0.058 S E.: So.r" .
S, 1 f9. 9 5 2..?97 0,0732 . ,C .. ..E

83105 1.2: 532.4 116.0316 0.934 7.96.? 0.1i.:1 .^4

831100 2.25 532.4 158.9527 0.2865 0.06329 0.1(58 0.2435
83:107 -1.23 532.4 50.6825 G.0994 0n52 0r.. 92 ..2

.. .. 0. 96 . .5 , 1

831110 -2.97 53.4 23.99 0 0.58 0.0%I 0919 n 223
82 O1 -1.62 509.1 82.2664 0.1600 0.O" 0.034 :.2220

831110 -1.10 574.8 270.4604 0.5886 0.0749 0.106F 0.2364
831111 4.25 590.3 107.2401 0.4689 0.0648 0.0936 2190
831112 -3.83 490.3 54.8620 0.M577 0.0512 0.0912 0.2145
831'13 -2.74 415,5 36.4082 0.1052 0.046 0.0946 2,221
831114 -I.10 478.8 110.6407 0.3547 0,0H07 0.IVI 0,229,
831115 1.58 535.9 98,6521 0,4022 0.0634 0,1022 0,2345
831116 0.14 622.8 166.9456 0.3532 0.0681 0.1023 0.2357
831117 0.53 735.0 307.0937 1.0932 0.1060 0.1096 D.0411
831118 0.34 735.0 594,0546 1.9180 0.1552 0.1216 0.2574
831119 1.05 735.0 609.1188 2.4430 0.1901 0.124C 0.2605
831120 0.17 735.0 827.3979 3.6066 0.2750 0.1376 0.2705
831121 0.36 735.0 767.1244 3.7039 0.2723 0.1415 0.276
831122 0.78 469.3 836.2339 4.6821 0,3 9 0.1487 0.2854
831123 1.57 385.9 419.1855 4,1379 1.0926 0,1979 ,l.87
"31124 -0.72 370.5 314.9636 1.0887 0.1309 0.1154 02501
8 1125 -1.07 444.4 77.0917 0.1306 0.0549 0,0973 0.2"19
831126 -1.26 440.0 123.2007 0.2365 0.0575 0.1044 0,2372
831127 0.72 405.1 101.5761 0.1952 0.0590 0.1023 0.2441
831128 2.22 448.2 42.4152 0.1278 0.1548 1,1213 0,2414
831129 1.47 618.2 19,2049 0.0739 0.0428 0.1041 0.2406
831130 0.68 618.2 115.4216 0.1257 0.559 0.1068 0.245c
831201 0.90 618.2 278.6878 0.3173 0.05 i 0,1172 2 '.
831202 1.27 618.2 323,9668 0.4582 0.M73 0.1159 0.2EI82
831203 1.65 68.2 361.7669 0.6689 0.0842 0.1222 '.2647
831214 1.14 618.2 327.3109 0.7183 0.0887 0.1222 0.Z62

0 821215 -0.80 421.7 60.4529 0.035? 0.538 3.!029 0.22
831226 -1.65 595.6 54.1124 0.1102 0.0520 0.1042 0,236F
83120 -1.11 610.7 331.9057 0.6205 0.0748 1,1187 0.2550

83120 0.36 523.4 30.6406 3.3498 0.2054 0.152! 0.2997
8012" 3.56 441.4 891.6741 4.5244 0.2699 0.143 5 ,.192
021212 0.13 422.8 268.4093 1.3646 0.1215 0. !15 [.2452

:1 -0.49 4c0.8 8.791P 0.055? 0.04 7 .AI r .2 2
K"'212 os:2 562.2 36.4771 0.002 0.2487 0,(9: 227
81222: 2.10 643.8 IV5.2748 0.2484 0.7593 01039 2.2I
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PM3kE I F SWVEL SEESSP SEE: SE:" SE: :

82214F -C.2 6 42. F 07 8 2235 C08 3.%1.2

8121 6 -0.25E 643. E5 16.65rc 98 ̂  1If40 9 31.1 G2 E .243
831,17 -0.25 643.8 798.6327 4.6481 2521 1.1428 0.4 4
83118 1.54 38.3 455.7874 2.2605 0. 97 0.1240 1. 6
831219 1.26 407,8 7!.1982 0.2108 0,0623 0.123 0.2299
831220 0.80 44E.3 103.3243 0.2877 0.0634 0.1087 0.2449
831221 -0.52 388.5 106.4787 0,2521 0.0678 0.!36 0.24,1
831222 -1.18 381.3 46.1835 0.1101 0.0529 0.1038 0.2424
831223 -0.28 406.9 28.1788 0,08 7 0.0528 0.0078 1.2382
831224 1.20 384.2 28.7490 0.0902 0,0530 0.0990 0.2428
831225 -0.15 395.5 13,5209 0.0595 0.0513 0.1054 0.241r
831226 0.39 399.2 27.9449 0.0732 0.012 0.1145 0.4Z2
831227 -0.05 399.2 100.8805 0,1488 0.0580 0.1088 0.244"
831228 0.26 399.2 69.8345 0.1082 0,0572 0.!573 02494
831229 -0.43 393.2 202.7693 0.2180 0.066? '.118 0.2611
831233 -2.19 557 .0 66.0959 0.1153 0.055! 0.1 17 0.2152

831231 -2.84 512.4 126. 9893 0.3531 0 ....0 0 0.1139 0,2!1l
840101 -2.84 500,1 139.5037 0.331S 0.0618 0.1130 0.24F!
840102 -2.84 523.1 137.8207 0.4489 0.0700 .,I3 0.2:39
840103 -2.?4 44 .9 200.0558 0.4647 0.0717 P.11c6 0.2536
840104 2.77 514.9 26,1700 0.0833 0.35. 3,1C54 0. 2 7
840105 -0.38 59.5 176.9655 0.168 0. 5 9 .1088 0.244 2
840106 -0.46 548.4 .7 o., 398 1.0154 0.! 0n 0.1382 C.2.62 2
843:37 -0.99 346.2 976.C953 2.0981 0.1438 0. 57F 0."1'
840108 -0,99 346.2 111.99ES 2.6622 0.164 7 0. 167: -.32
840:09 -3.03 346.2 755.2965 1.9:05 0.143 0.1164 0.29"
840110 -0,99 346.2 135.0891 0.2142 0.06?5 0.1160 0.2554
840111 -0.99 346.2 9.8865 0.0607 0.0535 0.1079 0.2489
840112 0.23 397.9 56.7255 0.0834 0.0569 0.1158 0.2589
840113 -0.77 40 .3 72.5513 0.0891 0.0568 0.1124 0.2534
840114 -0,57 409.6 14.2393 0.0611 0.0544 0.1126 0,2504
840115 -0.32 390.9 36.0768 0.0737 0.0567 0.1120 0.2524
840116 -0.64 359.8 30,8138 0.0655 0,0544 0.1072 0.2507
840117 -0.34 349.6 13.9477 0.0589 0,0536 0.!085 0.2506

* 840118 -1.05 324.9 11.4719 0.0563 0.0522 0,1083 0.246?
840119 -1.88 372.6 4.9582 0.0535 0.0529 0.1084 0.2504
840120 -1.88 372.6 35.4529 0.0632 0.0579 0.1149 0,2V15
840121 -1.88 372.6 25.5090 0.0575 0.0523 C.1087 0.2524
840122 -1.89 372.6 42.5949 0.0642 C.0549 G.1074 0.2554
840123 -1.88 372.6 42.354: 0.0692 0.0552 0.1!00 0.2570
840124 4.79 394.9 40.5292 0.0845 0.0553 , 2 0.226
840125 -2.61 36.1 20.0452 0.0562 0.05 2 0 .10'  0.245
846128 -2,: 3%.: 7.413 0. : 0 7 1, 4?
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DATE BZ SWVEL SEFSS SEE:I SFE:.: E.FIV

8412"t -'0.94 385 5.F%211.04 0.(l OC 2 .1 MP 0.Z515S842128 0.99 482,5 6.824 .. 52 .5 r . 1V o

S840123 08 49.8 10.4:15 0.0544 0.5.5 0.32% 2.242
8407 5. 6.2 0 .1 2 2.12 .28 4.0542 . . ^w 12?45
43 . 6 . .28 .9 t . 0.3 .07 2 2 .. 0.Z56

642, r., u 5 . 3 54. 4 4 0.9 ) , ,)6 9. n C C6

84 0.7?3 6 F .8 4 02.955 I. I 1 4 0 0 2' 0 .Z 8 0 .2C

.... .0 C 2. 0. '9 4 .0993 L.0. "  .
842204 0,72 858.8 10032 0.057: 0.0402 0.0988 0.2323

840205 0.73 658.8 22.81% 0.0907 l.OIs M.10l C.2270
840206 -0.10 398.2 87.3635 0.1818 0.0595 0.179 0.2481
840207 0.48 394.8 41.1644 0,097 0,055" 0.185 0.,2475
842208 -0.51 391.7 142.2!14 0.2823 0.0658 0.1160 C.2802
4 840209 -0.47 428.0 66,91u2 0.1093 0.0558 0.1064 0.2508

P40210 -2.81 416.6 90.7658 0.1553 0.0572 0. 1091 0 2487
840211 -2.53 430.8 65.6584 0.0987 0.0554 0.! 082 0.2450
841212 -0.18 395.1 138.9470 0.1535 0.0611 0.1169 0.2602
840213 -6.37 392.1 34.3926 0,0873 0.0498 0.1022 0.2361
840214 -6.37 39Z.1 82.1503 0.2044 0.0556 0.1033 0.2413
840215 -6.37 392.1 48.49K3 0.1556 00546 0.1048 0.2427
840216 -6.37 392.1 88.5640 0.3162 0.0935 0.1585 0.3596
840217 -6.37 457.? 230.8326 1.0715 0.1427 11.7252 1.1250
840218 -0.57 437.2 230.8274 1,0716 0.143? 11.7234 1.125!
840219 0.08 412.6 220,84! 1.0716 0.43 ii 1.1252
84022N 3.82 414.0 11.2758 0.0722 00502 0 .I14 0,233
840221 -1.09 43.5 29.273 0.0741 0.0534 0 .1042 0.2424
840G222 0.26 428.5 45.3264 0.077? 0.0548 0.10 6 3.2474
840223 0.50 437.7 29.7743 0.0641 0.0515 0.1048 0.2414
840224 2.53 560.5 34.3807 0.0673 0.0509 0.1006 0.238F
840225 1,16 434.8 54.24I 0,0938 0.0546 0.10s 2.2457
840226 0.39 386.5 27.2244 0.0653 0.C505 0.1041 0.2414
840227 0.39 322 .5 12,2964 0.0595 0.0502 0.0987 0.2316
84228 0.39 386.5 36.5885 0.0720 0,0510 0,!08 0.2336
840223 0.39 386.5 40,475 0.0699 0.05 8 0.10:3 ? .2149
840201 -1.58 544.2 22.3254 0.0585 0.0495 0.0973 0.2271
842302 -0.95 681.7 98.16:: 0.2292 0.0553 5.% .. 2.241
840303 -1.20 592.9 554,5439 16796 0.1266 0.123 0.2521
840304 0.32 467.1 648.0546 3.43Y0 0.2262 .132 0.26"
840225 .10 406.5 481,4972 3.5431 0.7833 0.1847 0.2Z2
84006 -1.22 551.6 213.7"' 1.2684 L.114! O.1232 0.2.422
84307 -1.21 528.0 182,6423 0.4261 0.0658 0.1025 0.2268
84300 -1,26 545.4 39?.577 1.438 , .'. : . . ,242

84203 0.32 475.5 14E.9 , 1.1759 F 2 . 0.1050 0.2 r,35

8'2!:1 0.32 4" .5 19 F641 0.9703 0.0%' 0. 058 C.Z2"
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84 3' 4?. 1.. . 1404 0 .0: Z 4;

S 2.2 4, . 2 , F I CD8' C,0495 0,0 ... 4

3 8414 2.09 431.3 Z ,33:1 0.0922 0,004 0.1>2 012 4
840?15 3.41 405.5 24.5630 0.1138 0.0544 0. 124 0.24C1
840316 2,14 395.6 9.718 0.060 0.3493 0.0970 0,2329

,., 840317 0.97 470.6 !2.9580 0,0603 0.0473 0.0942 0.2282
840318 0.80 498.8 37.1284 0.0718 0.0489 O.0907 3.2364
840319 0.31 504.5 290.2417 0.2564 0.0054 0.1163 0.2534
840320 1,49 371.7 337.4520 0,405? 0.0708 C.1198 0.2555
840321 0.94 343.2 226.7966 0.2895 0.0629 0.1113 0.2459
840322 -2.37 441.9 16.2245 0.0591 0.0472 0.0948 0,2239
840323 -2.37 441.9 21.9223 0.0763 0.0474 0.0944 0.2189
840324 -2.37 441.9 26.2175 0.0829 0.0482 0,0948 0.2193
840325 -2.37 441.9 32.20?6 0.0843 0.0458 0.0969 0.2262
840326 1.13 565.1 64.9681 0.1082 0.0526 0.1003 0.2319
840327 -2.42 493.1 94,9908 0.1649 0.0526 0.0975 0.2220
840328 -3.99 562.2 71.8393 0.2256 0,0515 0.0932 0.2161
840329 -0.77 675.5 193.2357 0.5759 0.0763 0.097% 0.2279
840330 -1,19 663.7 165.1121 0.8817 0.0982 0.0975 0.2271
840331 -1.30 539.2 493.1260 2.3014 0.19:' 0.1204 0.2481
840401 -2.69 5?0.9 189.997P 1,6871 0,1723 0.1052 0.2297
8440Z -2.E9 570.9 211, .704 2.1744 0.2220 0.109 0.2288
840403 -4.02 570.9 48 'PI 4.4223 0,484i 0.,11 ,4.

A84044 -2.71 647.7 756.4??7 S.9857 0.8694 0.157 9.265
840405 -2.71 64?.! 35n,.225 2.9059 0.,00 0.1234 2.2>2
840406 -2.71 647.7 809.3272 7.42300 0.8655 0.169 0.27c
84040? -2.71 647.? 421.5092 4.2801 0.47?9 0.1301 0.239!
840408 -2.71 647.7 103.0418 1.3676 0,1782 0.1013 0.2238
840409 -2.71 647? 36,4212 0.2845 0.0019 0.0955 0.2184
840410 -.10 647.7 43.9906 0.6320 0.1335 0.0998 0.2240
840411 -0.10 647.7 97.7905 0.5744 0.0846 0.1003 0.2312
840412 -0.10 647.7 132.2853 0.7089 0.1091 0.1039 0.2361
840413 -0.10 647.7 11,1036 0.0618 0.047? 0.1973 0.2248
840414 11.41 647.7 18.7878 0.1386 0.0545 0.0990 0.2292

* 840415 11.41 647.7 18.3118 0,0638 0.0494 0.0998 0.2323
840416 -1.52 647.7 20.1350 0.0800 0.0498 0.0983 0.2263
840417 -1.52 647.7 17.6089 0.0748 0.0501 0.1016 0.2297
840418 -1.52 647.7 7.5718 0.0558 0.0485 0.0993 0,2269
840419 -1.52 647.7 5.4059 0.0520 0,0474 0.0957 0.2243
840420 -1.52 647.7 26.8115 0.0787 0.0496 0.0965 0.229K
840421 -0.89 558.5 97.2781 0.2225 0.0665 0.104F 0.23C7
840422 0.83 445.0 1611.68 0. 12  0.0759 0.1114 0.2459
840423 0.83 445.0 120.200 0.2711 0.0127 0,81 '.244.
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840424 1.00 445.0 26.5909 0.C672 0.0521 2.0394 0.2'4
840425 -3,34 445.0 13.22 4 0533 .9 .14 c
840428 -3.72 445.0 148.6E42 2.0717 0.7248 0.4:22 0.14 ri

840427 -1.33 533.8 298.69032 13784 0.3613 0.. I..
840428 -I.33 533.8 774.4427 3.4992 0.277C 0.55E 0 .24?8
840429 -1.33 533.8 39.3608 5.2853 0,3139 0.1535 0.,269
840430 -1.33 533.8 98.7328 6.0495 0.3098 0.140 0.27S?
840501 -1.33 533.8 450.3110 2.0570 0.1350 0.1!?I 0
840502 -1.33 533,0 327.2597 2.0885 0.1883 0.1:9E 0 .nr
840503 0.69 474.9 366,1742 3.44Z2 0.22; 0."'7 £.24
840504 -1.84 458.2 161.1268 0.0010 0.0734 0.1050 0.2295
840505 -3.20 400.4 128,3955 0.2701 0.057! 0,.!24 0.229!
840536 0.81 362.4 36.7974 0.1561 0.0527 0,023 0.2275
840507 2.60 335.3 91,5982 0,4279 0.0589 0.'075 0.221

843508 4.86 371.1 103.5002 0.4574 0,0CE 0.' 2C 0.2279
840509 0.15 385 0 3E.2406 0,1385 0.0510 .00989 322,7
840510 2.12 434,0 11,8988 0.0541 0.0459 0,0902 0.2207
840511 6.25 464.8 9.2150 0,0512 0.0453 0 .923 0 2066
840512 6.25 418.9 5.5503 0.0468 0.0437 0.0924 0.2115
840513 6.25 418.9 9.0273 0.0477 0.0448 0.09-4 0,24
840514 6,25 418.9 10,6299 0.0533 0.0484 0.0994 0,2191
S840515 6.25 418.9 15.5008 0,0539 0.0401 0.0902 0.219'
840516 6.25 418.9 26.6945 0.0648 0.0479 0,1007 0,2255
840517 3.53 538,5 11,1762 0.0555 0.0444 0.0391 0,2049
840518 -0.42 471.8 10.1852 0,0535 0.0460 0..929 0,210'
840519 -0.44 454.1 39.4121 0.1112 0.0473 '09 l C.2133
840520 -0.78 483.8 80.2955 0.1149 0,0518 0.100: 0.2205

840521 -2,23 541,3 31.2427 0.1534 0.0518 0.0994 0.2271
840522 -1.63 590.1 362.9964 1.4700 0.1128 0.1132 0.2375

840523 0.52 636.2 621.6406 4,1070 0.2812 0.!274 0.2510
840524 2.19 635,6 475.0843 3.3244 0.2731 0.1157 0,24'.
840525 2.19 635.6 158.5559 0.7110 0.0750 0.IC3 .2ZF7
840526 2.19 635. 210.1347 1.0432 0.1031 0.1061 0.119f
840527 2.19 635,6 464.4539 2,7071 0.1960 0.1248 0.2500
840528 -1,3 490,0 323,2195 1,5239 0.1251 0.i132 0.2395

* 840529 -0.80 438.1 164,131C 0.5700 0.0704 0,:739 0. 24S
840530 3.81 418.5 64.5959 0.3225 0.0595 0.0176 0.22'0
840531 2.66 418.5 19.4048 0,12C8 0.0514 01111 0.200
840601 1.70 334.5 63.7952 0.4468 0.0871 0.137 0.2238
84002 -0.76 390.5 3C.3599 0.3131 0,0502 2 ,I077 .223
84003 -0.44 471 5 3 7.2 0 0M.0539.
847004 -C.70 5HE.8 2E8643 0.068 " 0 , ,'r

4 , -1.23 59 .7 90,21EC 0.435 C , 0. .
84 0C -1 23 58,7 15.212 0,207 0,0[54 0.... 1...
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". 'AT' F SWVEL s53399 SE£l S31 963;: STL',

SW~" -2 52?.7 1 2 9 4 QQ 1 ~ r 9 2 iF'CC -' 2
S4 sF 1,2.94:7 0.453: (,05 " .129 2.23.

.42.. -2.5. 65 .0 216. 739 0.2214 C,0526 . 9 4 0.2421

842'2: 0.40 587.6 600.4174 0.5800 0.3 9 0.1294 0.264
840012 0.09 512.3 659.?035 0.945C 0,0975 0.21 0,6%
246C 2 0.32 365.5 579.0411 1.0772 0.0959 0. 263 0.2695
840614 C.07 367.1 377.3713 0,6673 0.0897 C.1229 0.2631
840615 1.78 490.5 74.4494 0.1341 0.0541 0.I 45 0.238

A 840016 -0.22 646,8 74.1187 0,1388 0.0549 0.211 0.2289
840617 1.39 530.1 143.3897 0,2233 0.0574 0.1051 0.2337
840618 1,39 509.8 84.0062 0.1980 0.0546 0.1012 0.2265
840619 1.39 509.8 126.4588 0.1946 0.0549 0.1036 0.2278
840620 1.39 509.8 113.4334 0.2436 0.0580 0.09E2 0.23?5
840621 1.39 509.8 232.7680 1.0775 0.1431 11.0:62 1,1621
840622 1.39 509.8 542.5692 3.5022 0.2316 0.1322 0.26!
840623 1.39 509.8 565.5732 7.3005 0.5081 0.1324 0.2608
840624 1,12 453.7 65,1381 0,2589 0.0582 0.1062 0.2361
840625 0.32 408.2 66.5555 0.2664 0.0615 0.1077 0.2399
840626 0.60 408.0 109.9318 0,3920 0.0696 0.1095 0.2436
840627 -0.69 379.6 78.7414 0.1637 0.0565 0.IC68 0.2425
840628 -4.56 376.3 14,0224 0.0669 0.0477 0.!021 1.2341

840629 2.12 442.6 ,.192,8 0,0523 0.0492 .9 02.'. 0.2 Z
80630 -2.33 504.3 79.3222 0.0817 0.053" 2.32,2 0234i
840"21 -2.33 504.3 112.6730 0.1244 0.0546 0.1002 ..2375
840702 -2,33 504.3 86.6237 0,0975 D.2523 0."21 0.28
840702 -2.33 504,3 138.8681 0151 0.0546 0.!204 0 .236'
840704 -2.33 504 .3 112.4972 0.1416 0.0545 0.1 0 02 '31
840705 -2.33 572.5 124.6674 0,1597 0.0578 LICK 0.292
840706 -0.47 541.3 154.7901 0.2073 0.0592 0.1122 0.24:'
84070 0.16 514.0 204,5325 0.2585 0.0635 0.1161 0.25':
840708 -0.20 451.6 241.435E 0.235: 0.0630 0.:9? 0.2544
840709 -0.26 434.6 162.1024 0.1798 0.0589 0.1121 0.2522
840710 -1.20 427.7 118,4210 0.1393 0.0558 0.1060 0.236
840711 -2.80 382.9 80.8242 0.0983 0.0549 0.1030 0.2250
840712 1.35 404.4 19.1828 0.0642 0.0488 0.0940 0.2290
842713 1.41 419.0 4.2970 0.0497 0.0465 0,0946 0.223?
840714 1.41 419.0 135.9740 0.3462 0.0610 0.1053 0.2354
840715 1.41 419.0 478.2426 1.2106 0.1034 0.1230 0.2593
840716 1.41 419.0 559.9037 2.6790 0.1679 0.124V 0.2627
242717 1.41 419.0 939.4742 5.7021 0.3803 0.1469 0.224
840710 1.41 419.0 928.7066 4.3364 0.3 5 0.1412 0.2512
84 1 1.06 419.0 233.2374 1.0789 0.1430 ') I '4 1I?11
14(" -2.O20 554.5 696.7854 6.5673 2. 402 0 '2E 0.3F 7

118



BIA7 3 SWVE'- SEESS2 SEE: SEEi! ZSE:!I SEB:'

81272 1.07 529.9 710.2901 2.9836 262 1 ',89 0,2949
84072 65 454.6 710,+410 5 5401 1 0 " ', 01.'?
18713 0.7, 413.4 905.1847 8.2995 0.709K 22074 0.2925

843724 i.65 445.5 162.4967 0.02 0.0780 C.1279 0.24:7
840725 0.50 403.0 112.7585 0.2966 0.0646 0.1027 0.2214
840726 0.50 308.8 17.3805 0.0964 0.0500 2.0900 0,1"72
840727 0.50 308.8 28.0916 0.0791 0.0493 0.0949 0.2257
84072S 0.50 308.8 28.1458 0.0702 0.0496 0.29 c a 21
840729 0.50 308.8 72.9209 0.1212 0.0548 0.101C 0.2299
8 4 0 ? 0 0 ,5 0 3 0 8 .8 1 8 9 .8 4 4 .0 .2 61 4 0 .0 6 6 1 0 : 0 9 ' ( .2 42 ?
840731 -1.65 392.4 154.6724 0.2139 0.0608 0.1052 0.235
840801 -2.12 592.6 31.76i3 0.0636 0.0496 0.0939 C.2 "27
840802 -0.56 607.1 805.5638 i.8103 0.1245 0.3F9 L0.2i7
840803 -1.02 530.6 306.2339 3.4434 0,1891 O,!937 0.2134
840804 -0.84 491.9 935.3943 3.3852 0.1915 0.150, 0.292E

840805 -0.76 460.5 578.9521 9.9773 0.528 2,157 ,2!3
840806 -0.58 397.0 35.47?1 4.4059 0.7043 1.20o 0.20:
840807 -0.63 347.2 408.2106 0.9244 M.6899 .18! ?.2?,5

840808 -1.47 344.0 110.0014 0.2024 0.0813 021085 .2452
' 840309 -1.47 344.0 88.022? 0.1564 0.0549 3,1251 3 42

840810 -1.47 344.0 27.6241 0.01785 0.0520 2.I4: 0.2425
8 0402': -1.47 344.0 12.0340 0.0563 0.0509 0.1044 C.24'3
T40 2 -1.47 344..0 162790 M592 C.512 0 5 .2410
84P1,2 2-.2 425.1 7,.8473 C,0835 0.0545 ','C" P.247P
V40.4 -0.06 414.6 47,6978 0.0764 0.0514 0.1049 0.2425

840915 1.48 569.2 160.5823 0.1523 0.0580 0.1,P 2,2494
840916 0.54 525.7 285.313C 0.2825 0.0672 0.1162 0.2552
84091? 1.11 497.1 553.2972 0,8296 0.0885 0.1319 0.27"
840819 2.87 435.0 610.8335 1.0756 0.0984 0.13?2 0.2856
840819 0.86 398.7 518.6164 1.1281 0,1011 0,131: 0.2711
846820 0.86 398.7 38.0973 0.1030 0,0541 C.1061 0.2477
840821 0.86 398.7 57.4382 0.1638 0.0578 0 .116 0.2494
840822 0.86 398.7 58.6682 0,2358 0.0595 0.1132 0.2536
840823 0.86 398.7 16.6621 0.0781 0.0519 0.1003 0.2425
84824 0.86 198.7 6.6562 0.0524 0.0481 0.!C25 0.2372
840825 -1.69 398.7 104.5318 0.1170 0.0551 0.1047 0.2461
840826 -1.21 442.0 247.1872 0.2352 0.0636 0.1152 0.2565
840827 -2.25 464.1 155.3522 0.2081 0.0594 0.1:04 0.2492

840822 -0.63 6A9.6 83.5577 0.0988 0,0534 0.1090 01.2425
840929 0.80 569.5 564.8049 1.2519 0.1097 ,.... 0 "'
8409-? -1.84 484.3 18.2470 2,5639 0.1941 C. 292 3,234"

I94-9, 1 .37 31, 0 2 15 0 1.-70F 0.15 2 C .2
E 429%: 137 212. c :r:E904 0022~l7 2c32 ? .? I Ir
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9423.4 .V 10.' 128212 2" . ....

275r F 31. 9?.2602 MW24 C.:29' .21 '22
84292 1.62 412.0 342.3E94 ..1.362 C.19 0.12 0.:[o4
8409 ,F 4.94 W42.8 4725r2 3.192 L.K8 2.82 2.4 . .'
,409 9 2.4: 478.! 274 n2 5 0.67? 0, u 91. 0 .1 0.22.
64091C 0.53 702. 143 .5957 0.4275 .C734 ,1: o .....
842911 0,49 693.9 453 5367 1.0391 0,.104: 0.1307 0 2729
840912 0 Z E 225.0 48 88200 1.04?7 0.10% 0.115 11
840913 2.93 614.9 994.2604 2.8085 0,1793 0.1604 0.3087
840914 2.93 614.9 61,1532 4.3661 0.2810 0.1599 0,3111
840915 2.93 614.9 966.8851 4.2315 0.2843 0111 0.3111
840916 2.93 614.9 445.44?4 1.8700 0.1576 0.1318 0.2732
840917 2.93 614.9 448.0508 2.3083 0.206 0.1372 0.2777
840918 2.93 614.9 707.6599 5.7569 0.4912 0. 581 0.2931
840919 -0.87 522.3 58.56U4 0.4342 C.0887 0.1087 0.2458
840920 -0.68 448.5 225.43!5 0,2329 0.0639 0.1120 0,2547
840921 -0.46 460.2 383.4935 0.7006 0.0802 0.1221 6.602
840922 -0.23 462.9 317.5739 0.6457 0.3766 0.1205 0,2643

840923 -2.38 643.9 76.3074 0.2481 0.0590 0.1025 0.242
840924 -0,49 751.4 941.1225 6.0505 0.4564 0.1572 0.2911
840925 -0.72 680.0 603.8993 5.0379 1.2619 0 .2:3 5 0.3335
840922 -2.21 205.0 46.97 4 4.374 !.4728 2 ,2041 0,32'0
84092? -2.21 695.0 78.545 9.2272 1 .u3 0.1792 2.:892

F40929 -2.21 65.20 39 2 4.9359 C.7368 C.1819 2.2,?
840920 -2.21 685.0 2F6.29S2 2.054 0.Z0 22 0.128 C C 2
a41021 -2.21 685.0 4 14 4194 5.700 C.799 0.12% C .27C
89122 -2...27 332P.0 238.4420 1.6915 p2.21 0.:7 0.2117
84 10C2 1.79 1Z. !6.5629 C.07.9 0.02n4 0.251 0.2441
841024 1.99 362.9 8.4053 0.0641 '.0516 C.1261 0,440r
841005 2.25 352.0 11.4484 0.064S 0.C51F 0.1045 0.2409
841C06 1.20 403.3 7.7521 0.0549 0.042 0.0953 0.2269
F4100? 3.0V 556.3 14.7853 0.0640 G.0492 0.1018 0.241!
W4100 0 .97 698.31 18 3. 618 5 0.244F C. .22c216 0.1222E 0.1.5i
841009 0.97 710,5 291.1329 0.4274 0.726 0,!191 0.2 22
841010 0.97 710.5 710.3834 2.2427 0.!570 0.14'8 0.2919
842011 0.97 710.5 797.6239 2.87 7 0.2209 0.1496 0.2922
8402 0,.97 710,5 124.0873 5.2760 0.26 7 0.1 29F 0. 0CE
241222 O,9 7'0. 98.120 5.827 ,,',2.2SZ 0.1E92 0.224
84114 -.0 532.2 36",0674 7.1342 o.5: 0.1r 0.224r

2 415 -C.65 472.3 985.966 6,68 1.4?i 0.2122 0.115
F42221 -1.47 458.8 224.6E2 10 :,428 22.2442 1,2984
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84::" :,2 34. 24.850 1 2722 2,1425 :2.242: 19 944

A, 42:9 . -A r 129.0053 O.°"f 2. 9 1 .C,

.'84202: -0.55 726,3 747.5129 4.7316 0,3598 G,144: (.2%8

84182 -8.88 715.2 228.2435 0.4925 0.9487 0.91 0.3124
8410, 2.23 703.0 55.2448 6..9. 1.50t1 323 I . 7,

841M23 2.30 703.0 141.0585 0.8710 1,0354 0.19" 8,3189
841C'4 2.30 703.0 122,8678 2.1664 1.208F 0.2058 832%
841C25 2.33 703.0 58.6963 8.8784 1.8925 0.2789 0.373

841282 3.30 703.0 117.7140 1,6517 0.2805 C.1239 C,2434

84102? 2.65 414.2 165.0843 3.3321 0.5933 0.1512 8.2492
841028 C.45 454.7 202.0982 5.4452 1.0325 0.1966 8.232

841029 U.24 405.3 97.2613 1.274 0.192^ 8,182 C.242
841030 ! .4 364. 0 57.5894 0 7474 C.1474 2 I7 0.2

841031 1.76 49 0 234.7 3 . 03 0.1425 ' n ..

84110! 5.84 453 .5 25.0674 2.0845 C.1424 1 ,
841102 S.27 500.6 235.0674 1.0325 0.1425 10.1954 1.20C2
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850917 455.0642 0.4789 0.0960 0.1630 0,3267
850918 709.2010 1.3322 0.1319 0.1759 0.3639
850919 87.8466 0.2132 0.0677 0.1301 0.2976
8 5928 286.1552 0.3903 0.0.2 0.146 0.3114
850921 320.0055 0.8112 0.0947 0,144C 0.3208
850922 740.0520 2.1408 0.1604 0.2705 0.3557

,.850923 517.9929 1.6987 0.14C? 0.1607 0.6581
S850924 447.1563 2.3045 0.182? 0.1695 0,353

850925 2?6.6996 0.737! 0.0994 0.14E? 0.'196

850926 579,2537 1.7565 0,1612 0.174r 0.346,

850927 762.2559 2.584 2 32 0.!831 0.17
50928 615.5533 2.1125 2t.1 6C0 01767 0.354C

85 1929 E88,.3818 3.-8 2 9 7. "r . r4 ;, f .C- ?C

85093 8.1644 25,706 C2 .3C" C2-'2 20. 32

85C5 C5 6 9 2t 53 14 0 . ° 4 F C
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DATE 02 SW\EL SEESS SEM: SEEM SEEMiT SEEV

8 0014624 0.0F.C4 00C 0. 1 4 C.200:
...... 45.94,C 0,i0 F 30 E : C . Z

H3E.6728 3,37 0. .G:
8512 5.6220 9 .4': 352 .2 i
8sio 8 .95.1833 5.7 , 1 .*09r . 0.454:
951339 322.2078 5.7202 .": .. . .:35 548%

852011 736.635 6.645 1.4 84 C.2847 2.44 2
8r0 1n 100.53.1 0.2744 c.37% c i. 2 .27
85 1:: 59.4001 0.2251 0.07 C 0.349 C.3 9p
85 .... 175.1964 0.470" 0.0839 C1422 0.3117
8. 14 222.7244 0.4752 0.0883 0.1452 0. 181
851015 125,1821 0.3364 0.0779 0.1368 0.3137
851016 181.8630 0.3465 0.0773 0.1426 0.3162

"85101O.7 287.5163 0,414i 00887 0,148 0.326,
851018 136.7514 0.2723 0.0735 0.1388 0.3151
851019 513.9333 0.7831 0.1!03 0.1671 0.3464
851020 828.7290 1.6656 0.1675 0.189E 0.3814
851021 469.3183 1.2626 0.1350 0.1641 0.3458
851022 98.6132 0.1643 0.0720 0.1429 0.3101
851023 470.1825 0.6705 0,1053 0.1?14 0.3462

851024 459.5151 0.8707 0.1113 0.1609 0.3434
851025 344.8286 0.6265 0.1012 0.15'74 0,3404

* 851027 311.3256 0,9383 0.M224 0.1601 0.-4:5
8WO8 127.545i 0,2510 0.097 0., 4 4EE 92

8.019 45,9771 027 . ... 61 q .... .
85103 40212 0.0654 0,656 0.1251 0.1162
85103: 5.5642 0.068 0UC 0H 1 .r
851101 9.1739 0.064 .064C 0.113S 0.3099
82:,02 21,5432 0.0702 0.657 0.12.2 4 .3115
8511 19.71 2,9, u.05 u.1400 c .32CS
851104 982.0961 1.212? 0.1377 0.2116 0.3947
851105 699.5004 1.2607 0.1254 0,1 00 0.3656

851106 243.7546 0.6416 0.090 0.155! 0.2335

851107 264.7381 0,5282 0.0893 0.1557 0,3384
851106 241.3829 0.6654 0.097 0.1506 0.3298

851109 102.0878 0.1712 0.0743 0.1429 0.3198
851110 96.6271 0.1290 0.0725 0.1441 0.3209

851111 180.1557 0.2178 0.0809 0.1523 0,3316
851112 172.5565 0.2459 0.0815 0,1501 0,33,6
851113 44.2855 0.0882 0.066! 0.1390 2,3!4:
851114 30.0637 0,07 5 0.0654 0.1379 1.3125

851115 179.3899 0.1595 02,782 0.14 0.3251
851116 538.8!2e 0.5r49 0.1030 V7.175 0.374
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,AT E p SWVEL SEESS: SEE' SEE: : SEE:V

851117 414.38,G 0.4782 0.C983 0.16c2 0.34?:
7 ? 8.1110 77.475F C,224C 0,0,8. C,24, 0.271
2 54.s324 +,4{4 099 .15'1 0 p34

881120 26Z.5045 0.5715 O.0931 8,811 0.1449
851121 150.4235 0.2767 0.080'? 0.1518 0.3291
851122 60.7163 0.0982 0.0727 1.I4'8 0.320!

851123 68.7736 0.1395 0.0763 0.1495 0.3326
851124 63.2232 0.1488 0.0752 0,1474 0.3289
851125 43.3223 0.1190 0.0729 0.1448 0.329C
85112 2.2462 0.0840 0.0680 0.1446 0.2254
851127 16,7363 0.0722 0.0678 0.1410 0.3169
851 128 66.0998 0. 0894 0.0753 C. 1463 0. 33 12

V51129 67.0343 0.1009 0.0713 0.1440 0.2244
S51130 175.3078 0.2880 0.0778 0.1543 3.2312
81201 28H 69 1.5015 u.1..2 0.209' 9.0212
88102 371.0928 0.7043 0.1018 :-1838 0,3491
8511303 834.8508 2.32:5 0.178H 0.1934 0.38 8
851204 806.2756 1.3363 L'.1372 0,17r, 0,3638

187.5587 0.4364 0.090 0581 .344
H 0 243.138? 0.9520 C.1087 .1888 c.3824
88:20, 191.8690 0.6964 0.0709 9 0.18E2 0.23S
881209 126.5041 0.2812 0.084: 0.8C8 0 ,'. 2
8128, 70.4771 0.1637 0,078 .22...
65:212 43.3459 0,1138 0.0 '0 L O 0,212
8111 29.0247 0.086 M.7E 0.1458 33191
8 112: 68.219 0,1123 0.0734 0.:4" O.::E:
881213 24.2000 0.0839 0.0681 C.1416 0.317
851214 140.284' 0.1420 0.0788 0.1838 6.3343
851215 369.1897 0.2516 .093 0.1684 0.35:'
81216 428.1408 0.3623 0.0994 0.1780 0.3818
851217 119.5074 0.1118 0.0766 0.1542 0.3327
851218 90.8697 0.1062 0.0769 0,1520 0.3287
81219 69.0152 0.1689 0.0711 0.1413 0.3178
851220 116.1646 0.1671 0.0773 0,1503 0.3'78
851221 174.8899 0.3635 0,087 0,1570 0.3315
8K122 195.8408 0.3163 0.0849 0.1!43 0."174
851223 146.0607 012207 0.080E 0.1535 0.3360
851224 27.08E9 0.0776 0,0707 0.1427 0.3214
881 ,28 '17.6773 0.0762 0,070C 0.1439 0.322
851226 37.8846 8.0014 0.8724 0.148 0,2 24
8 7 1 295H8 0.0889 0.069E 4 . ..

2 2 29 8 .1 9 .1? 14 OF: C
85:229 138.,242 0.i914 0.001 C.2838 1.321
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lATE E2 SWVEL SEF6 SEP! SE F S I

883101 75N 2" 1201>
Ocfl 6

"  
. .. .. . .

4:4 4 ~ 4
8E' 4 793.3723 .5?; . ,> C; . "4
86010 0 2 r 7 ,94r C 2 2.>32 ,0:'

e6c .1 73 5.0139 0.47 v
E 6.828 0.3229 0.0712 0461 C,243
1::i.o 1 .2 2 0.1500 082211 O.11 1 0.331

o.:.352.3887 3.3002 0.0967 .,,%0. 0,..>

860110 143.8157 0.1615 0.082 0.1561 0.3379
8881:1 223.6698 0.2820 0.0893 0.16f8 0.3500

686>12 165.3522 0.2117 0.0856 0M1533 0.3404
8611 118.5711 0.1856 0.0803 O.154E 0.3373

880114 78H3317 0.1541 0.0797 0. 30 2
86015 4 .8961 0.13 0.0744 0 .1M 0. 25

183116 17.1293 0.0811 0.0711 0.1474 0.3285
860117 17.2557 0.0787 0.0709 0,1447 0,3219
860118 10.0397 0.0708 0.0677 0.1409 0.3171
860119 10.3231 0.0697 0.0704 0.'384 0.3!84
860120 5.6771 0.0637 0.0654 0,1368 0.3020
860121 21.3216 0.0761 0,064E 0,1>88 0,53
81122 70.7506 0.0840 0.0688 0. 132 0.31.8
86331> 213.3508 0.1786 0.0797 0.1485 0,3,,
86124 6...232 0.81K 0.1137 0.:?59 0.359
860125 45 .?97 1.1096 3.l>l " ';4; 6 243"

012 c 319.0968 0.5946 0,IC>0 0.1591 0.658
860127 4C7.2978 0.8201 ,.1.53 0.18:7 0.3403
80C128 999.0?85 2.7040 0 40 4 0 386
8C12 938.954 3 7.7203 C.48N4 0 Z 7 .4611

573.999 6.9938 0.4452 0.2504 0.4450
863131 729.5627 8.8391 0.5M2 3,2646 0.4525
81 574.2798 9.9016 0.7201 0.243 0.4524
8 D22 659.0290 4.1573 0.4124 0 .o r 3c°"

860201 374.7841 2.5414 0.3359 01698 0.3451
860204 264.3569 1.2609 0.2053 0.1854 0.343!
8M023 1871.966! 0.9605 0.1715 .157 0.340

860206 111.0884 0.7420 0.19'6 0.2114 0,3746
8802u7 25.4355 0.2218 0.17S 0.1832 0.3264
8802r08 91,6344 0.4604 0.918 0.,-35 0,2833
. 36.495 0.1708 3,0682 0.1095 0.2432

8 E 0 44.5958 0.2979 0,09 0.1W 04....V'21 4 ... . 4 7 C?5 .'l 75r4
132 .1 11,F4 0.47 0.0295 E 0

38>:12 !08.323 0.17 3 0.5 , .

-S
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8 .. 1 83,9181 i. € 0 1.3 8 0, E: c.12 s
86 : 848,382, 0.12 56 0.0 E0 0 0: ,271

8E '.. 75.1M9 0.1838 0.0666 0.1133N 0.,3"'

8"1 1, 4 .1 3 I .0, r CEIP C4 0.1. I 5 rC0 4.r 86u

A8

86 2 2281, 3 F 1 0 . . 0,0F24 0 4 0 , 0 ,
S567.4124 1,2964 0.,1219 0.1599 C,3265

8130224 64,6458 2.9E96 0,231! 0l.2441 0,3988
.860.25 461.5604 4.878? 0,3282 M.30r 0.4'.'2
"86022s 233.2737 6.0389 0.4 C,.-0 ".4014
' 86 0 .2 974 .3854 4 .7552 0 .35 7 Co. 20C5 0 .3 F 1

o2A76 660.6248 3,6639 0. 1? C... ... .2
83 0 : 02.D,59 I. A. 4 .5 0.51 r .. 45
8603c2 4279.8955 1,322 5.2276 0.2 0.272

8 6 352. 300Z 5,.0322 c .7344 0,i916 0,3 2

8602N9 7166 0.1R2 0.0666 1234

86222 4199.3423 1,4.77 0.12l2 0.316
86222 66.2244 0.2063 0..642 0,1252 2.286

86 ,99. 2330 0,15~6c c r  . ..F C . c

I: .6 ;  I 655, E5.4215 IV,.3 62 0, 1 3 2 0, 33
8 F22 2!4c .2005 1 .003 .122 0.142 0,.302
860311 33.7488 1.2964 0.0586 0-1231 .W2
860214 4,8452 0.099 0.024 0M2IL1 3.296
86325 34.8689 0 .949 0.062 0.253 0.2 2
86016 45.6402 0382 0.50633 029.M .29E
862117 51.7143 0.1065 0.0639 0.1300 0.3029
80118 48.04? 0.0904 6.4 63 0 .1281 0.299i
860319 71.7350 0,1022 0.0663 0.128 2,3090
86C320 88.6467 0.1345 0.724 0.1963 0.391
860321 28.7168 0.,62 0.0608 0.1285 0,3009
860322 304.7850 0,1304 0,6 0.1207 ,N .2
86323 .9279 0.164 0.0736 0.I27, ,31!9
8632 134,082 0.206? 0.071 o.2 232.30

7.43 20 2.4311 0.0F34 0,AN6 0 2.28
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AT . OSWOE SES 5 SF, qp1 3F....

FE9 229 4 C 2 24 28 7 0.122 Z .5 0.3429

86,4 93902 0.3756 0. ..... C ....
814 3,7562 0,4482 0.0953 0,2420 0.3)4
863403 34.0527 0, 61 0.3% 1. c K EI I
8504 42,854 0116 0 007 0,2 4 . .
8045 9,4932!1 0 sF5 0.07 , t22

852407 1.275, 0.84 0c"I C, c.25
860408 12.9174 0.0844 0. . . ....
860409 5,8188 0.C69E 0.066 0,332 P.315
860410 10.82 5 C .0669 0 90 E .134 0.
890421 23.!654 0.0753 3.08? 0.1385 0,.32%

% j 86412 25.8039 00692 0.0929 0.1331 0.3109
-w 960413 13.2639 0.0889 0.07 0.12F 0.3137

863414 18.5467 0.0694 0.065 012341 0.3179
860415 5.5622 0.0653 0. 92 0.1294 G.31 4
860419 8.2890 0.0679 0.0666 0.1354 0.3176
86041? 8,7771 0.0693 0.0678 0.1352 0.31f!
86418 10,0942 0.0673 0.0671 0.1323 0.3180

. 860419 7.3609 0.0644 0,0624 0.1332 0.314!
2 60420 11.0364 0,091 0,0E5 0.1 50 .3154
86042! 11.5644 0.0702 0.0671 C 9,1) 0 .2S

960422 7.0411 C.0646 0.0 4 0,2342 0.316
290423 97,c 1 0.29I2C. 099 0F , .25
860424 31,.2800 0.0769 0.0679 01.3EC 0.3:24
860425 28,3760 .12 28 0.7i5 1.4 0 .3
860429 26.2116 0.1012 0.0733 0.1409 0.3263

86042 23.621 03,948 0.0712 :C.424 0.32,7
8 C42E 4.9680 0,085 0.0E90 c3N4 0. !2
860429 0.7443 0,1721 0.368, 02421 0.321.
8439 2 ' .921 0 . 769 0.3722 0.1419 0.32 2
892E 24.5988 .0791 0,0 .0 4 0142 32.
890c2 8.8463 0.0906 0.0646 0.1224 0.22

3.250 .212 0.M734 0.14!23 C.319
86054 II.85C7 0.3I60 1.0799 0.1474 0.3295
860... 106.8020 0.1.75 0,3077 0.244E ,
e93559 6.649,. 0.027 I.0; 6 , 1 0. ,3 0.
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Appendix E: BMDP)1 Example Problems

Data s;-~d SEEDA*Y- M7Fay S'E Ma
Mcdel fit att:td AR27

-' MDCT- E-EEN IESEE:ES NAYE

SAug 4 16:56:2C 198^

VAR:ABLES ARE 1C.
* ECRWA IS FREE.

FIL'E TS SHEEEATYZ.
RECL 95

IVAREAELE NAMES ARE DATE,PTS,SEEIIGAICAr:CMVEI

ToB ',; 'AS'ES R E AD.. ... ... 2

ALL' CASES ARE COMPLETE.

THE BLOCEINC IS ACROSS ALL VARIABLES.

A7E VAR'AELE 1S SEET.
MAXLAGkc IS 60.!

0 -5 FIRS' CASE NUMEER " BE USEDI
0 L~1AST CASE KUMEER TC BE USED N

NC. OF CBS. AFTER D1FF1RENCNKC :
MEAN OF THE "DIFFERENCE") SER"ES : £97411
STAND ARD ERR OCF 'HE MEAN

-13
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I

2'

r -C 2 . r: C .9 r09 C

20 6 O 13 ,15 G° 8 .5 0.0 - 0 n . ,0 ,s, 4 09 09 - c 9 C ,09 , 9 09 19 ,0
O. 3.7........ ,. .~ ACO

37- 48 -. 05-,03 -.03 -04 -04 -07 -08 - 0 E -. 0 -,08 - -:C
ST.E. .09 .09 .09 .09 .09 .09 .09 .09 .09 .09 .9 J9

49- 6 -.II -09 -06 -03 01 04 .0 .03 -,2 -. -I .
ST.E. .09 .0 9 .0 .3; .% .09 .9 .09

-a

PLT OF AUTCORRELATIONS

-1.0 -0.8 -2.6 -D-4 -0.2 0.0 0.2 0.4 0.' C.8 1,
LAE CORE ....+ ....... .... - +------ ...+.... .............

TX0.75 + IIXXXXIIXI

20.405 I7I+XYT- X

8 0 C49

" O,063+ I +
u 04 2 + I! X

2" 0.357 II
5 1 0.042 + IX+

14 0, Z T +

Is 6.333 + IX+
16 3.0c + 1 +
17 -0.0:2 + I +

16 -0.03+ XI +
2 -. 2 + XXI +
27 -0,361 + X1 +

r 0 , i t + +

*23 -0.027 + 73 4

, 0,0 + IP +G 3.134

136
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02 2.2? I01* Cx'::X •

'u 0 1. " "X
3 -M42. + X,
1.18 -cC Z I + I :29 -0 .0o + I I
26 -0.6H + X!I

39 -2.021 + Xi

42 -3.,2 + XI

4 -. 44 + XI

43 -0.0^' + U:
44 -0.083 + XX:
45 -078 XX7

*46 0 .07, XXI
47 -+07 XX
48 -0,097 + XI +
49 -0,!07 XXXI
.2 -2.09C + XXI +

• . V -0.c24 + XXI +

,... 54 C,.2 7 + IX
5,5l 0.052 + IX +

* 56 0.035 + IX +

5 ? -0.001 4 I
58 -0.03 4 X+
59 -0,046 . X7 +

60 -0.062 + XXI +

1 PACF VA&IOBLE IS SEE!.
-. MAXLAO Is 63./

FIRST CASE NUK.ER TO BE USE :

LAST CASE NUPEER T" QL USEL 368
NO. OF OES. A7TEE DIFFERKINC
MEANl. CF IFE ' 7 TF FEFNE~ SFRIE S 7.14
STANDA8I ERR": OF THE MEAN
1-,.... 0? A M A4 (AGAIN^7 . ."

137
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r rt

r rA

s : AU U, OPS.ATYN

27r CS rr0 rI 0 r -. r r.0 r0 -. 02 C r 0

. .r3 ,; 35 .* 5 .05 .05 .' .05 CF . ,

'9- L- . .0 i c - A! . .02. . .° " C4 C.

CIr 0r A 5 05 .r 01 . .1 E AE A

PLOT OF PART:IAL AUTOCOERE'LATIONS

LA CORR. .................... ... ...-- - ... ... .- .. . .

ItI

0.20 + MixXXXYI0YXXXXX

3 3.275 XX

7 2.322 I
2 -0.0 -"

:3 ,3 -. ,I0, 3 .0 ,I . O C .3 ,'

:2 A V7C

P' r" ,+ : 0 ,0 05Oxx 0 O'.0

ii -,-. ,-0.36:. 410,0 2 . , . .

14 0.,2 4

15 0.02 + IX +
S-0.0 1 + l +

-4-

13 -,02 ' 0

'C C C, *rU,. C- A. ' I

A' CC38



- '-

4.x

35 -0 .6 1. 8 + 1

3f -O.OJ + x! +

3 ? .033 + 1 4

38 -0.03 + XI +

39 -0 .03Z + X! I+
40 0.004 + I[ +
31 -0.01 + X 7
42 .042 + XT

. 3? 0.033 + I!

44 c. 00 1 + +
45 -0.019 + I +

"" '46 -0,.0 IV4 + i
47 -0.032 + I

- C4 0.04 + I Y +

41il~ k" 5 -0.023 :11:
--- -0.042 •[

A" 2 0.00 + IX +

5t 44 0.001 + Ix +
55 -01, 9 + I +
56 -0.034 + XI

57 -0.008 + X +
5' 48 -0.05 + I +5A 49 -0.039 + 1I +

60 -0.025 + XI +

ABIMA VARIABLE IS SEEI,

55 ~ AO -0-9 -

THE COMPONENT HAS BEEN ADILM TO THE MU2EL

THE CURRENT MODEL HAS

OMA VARIA BLE : S E E
HEN C AURE MOENL

139
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I.o

LAS ASE N!,MEER T. Fi USE: "

RELIATTVE CHANGE Tx IEIU ' ESUR3LS HNO!e

SUMMARY OF THE MODEL

OUTUT. VARIABLE -- SEE
NINPUT VARIABLES -- NOISE

VARIABLE VAR. TYPE MEAN TIME DIFFERENCES

SEET RANDOM 1- 165

PARAMETER VARIABLE TYPE FACTCR ORDER ESTIMATE ST. ERR. T-RA...

I SERI AR I I 0,765c 0.0339 23.15
2 SEEf AR 2 27 0.D,40 0.0545 1.91

RESIrUAL SUM OF SQUARES 836,986932

DEGREES OF FREEDOM 335
Rb ESIDUAL MEAN SQUARE :493461

ESTIMATION By BACCAST:N METHOD

RELATTVE CHANCE IN RESIDUAL SUM OF SQUARES LESS 'PAN 0.'tII- 14

SUMMARY OF THE MODEL

OUTPUT VARIABLE -- SEE:

INPUT VARIABLES -- NOISE

VARIABLE VAR. TYPE MEAN TIME DIFFEEYES

SEE: RANDOM I- 36

PARAMETER AIAE TY:- FA TOE ORDE; ETIMATE ST E:r ?-Rf
ISEB-I AR I %i 012 2.

, SEEI AR 0 2 1,1:7 .91

lR EFSICUAL SU mF SQUARES : £27366
.E ES CE FREEDOM

EU IDUAL MEAN S:UARE

140
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-,.

A'F VARAEL* IC RESEEI.
97,11-io s 61,1. '

FIRST CASE NUMKER TO BE USED 29
LAST CASE NUMBER TO BE USED 2c,
NO. OF OBS. AFTER DIFFERENCING :27
MEAN OF THE (DIFFERENCED) SERIES :001
STANDARD ERROR OF THE MEAN
T-VALUE OF MEAN (AGAINST ZERO( 2.,6%

NAUTOCORRELATIONS

1-12 .24 -.'5 -.12 .G? -.0 C' C4 .03 .05 -,0 .02
ST.E. .05 ,06 .0 .06 .0 .06 .06 .06 '0 .C6 6 .0

13-24 . -.O .003 .02 3.0 .0 c -.01 0.0 -2 .. ..
ST.E. .06 .06 .06 .06 oc -0E .0 6 . 6 .06 .36 26 .,r

- 05- 36 .06 .06 -.02 .01 -,01 ,05 0 2 00 -.03- -

4837-4 -. 02.4-010,0,03-.0 -. -. . ........
ST., .06 ,06 .06 .00 .06 .06 .20 .06 .06 .00 .00 ,'0

49- 60 -. 06-.0 .c200 ,O :.0 6.o-.0-0 -.0 -,
STE. 06 .06 .06 .06 .06 .6 .06 .06 .06 .06 .06 .0

PLOT OF AU.OC.,RLAT TON,

-1.0 -0.8 -0,6 -0.4 -0.2 0.6 0. 0.4 0.6 0.8 1.2
LAC CORR . .... +....+........+....+....+....+........+....+

I
1 0.238 + IX,+11

2 -0,155 X+XX: +
3 -0,124 XXXI 4

4 -0.0172 X11 +
5 -0.097 +XxI

,-0.2 XI

141
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14.3 XI +
I[ 4, 

'
:

23 -2.2:4 4

44 C.~41
,# 23 -0.018

.F 24 -0,0Z[ + 1: +25 0057 + IX +

26 0.056 + 1X
27 -0.02 + X
28 0.007 + I +
26 -0.006 + I 4
20 0.024 + X
2l -0.019 + I +

32 -0.022 + XI +
32 0.021 + Ix +
34 -0.028 +X +
35 -3.014 + I +
36 -0.033 + Xi +
37 -0.031 + Xl +
38 0.032 4 TZ +
39 -0.010 + I
4C 0.004 + I
41 0.031 + x +
42 -0.027 + X! +
43 -0.03C + XI +
44 -0,018 + I +
45 -0.007 + I +
46 3.008 + I +
47 0.025 + IX +
48 -0.027 X 4
49 -0.058 + XT

50 -0.024 x ,
51 -0.022 + XI +

52 -0.001 + I
53 2,017 + I +
54 T,

"°  + T 4

5 r .? .:06+
5 C. r045 r IX +

5n A r + XT

142

0L



V
'%h> ,\,\
~F EN?

NUMPEE OF INTEYR WSS OP STIRASE USED IN FRPPZK EYELEt ?§4
CPU TIME USED 227V SECCNDS

R

A

SEP27 - BOX-JENENS TIME SERIES ANALYSIS

MtL Aug 4 17:02:42 1928

3%

3%~

'4
-4.'

N

*4.

3%

-w
K
4%,*

.4*

I

S

a'
$4

,6

9
4
4 143
a

0

9 4 j*~' 4
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BMIP Example Pr~Alh #l

C .mpter: CYPER
Data se' use ' Last two years cf EE:AT
Mendel fit attempted: AR ," MA I
G d *odel

IPAGE I BMDPKT

BMDPZT - BOY-JEN:NS TIME SERIES ANALYS:S
EMP STATISTICAL SOFTWARE, INC.
!964 WESTWOcD BLVD. SUITE 20'

(2131 475-570"
PROGRAM REVISED APRIL 1982
MANUAL REVISED -- 1981

COPYRIGHT (C; 1982 REGENTS OF UNIVERSITY OF CALIFORN:A

TO SEE REMARKS AND A SUMMARY OF NEW FEATURES FOR
THIS PROGRAM, STATE NEWS. IN THE FRINT PARAGRA:H.

THIS VERSION OF BMDP HAS BEEN CONVERTEE FOR USE ON

S60O0 AND CYBE SERIES COMPUTERS BY
SBMDP PROJECT, VOGELBACE COMPUTING CENTER

NORTHWESTERN UNIVERSITY

2129 SHERIDAN ROAD

EVANSTON, ILLINOIS 60201
3'2) 36

de RELEASED AUGUST 1983 FOR FTNV COMPILERS

EXECUTED ON 86/IO/lI.AT 20.09.13.

PROGRAM CONTROL INFORMATION
/PROBLEM TITLE IS 'GEOSYNCH ENERCETIC ELCTRON DATA'

/INPUT VARIABLES ARE 1''
FORMAT IS FREE.
RECLEN:97.

/VARIABLE NAMES ARE PERIOD,DATE,PTS,SEEII,
. GAMIGAMIII,GAMIY, SEERSEE::,

/TRA N FRM EETE I TO 2'30.

PROPLEM TITLE IS

0--SNC ENERGTIC El rTR- TAA

N.........LrAFLES 0 R A. IN....I. ...
N MBER OF VA.LA AES 00 ' P-' AD" T S.

144
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TO~~~?TAL N'M EP.OF ;AAKPS . .. . . . "

NMBER OF GASES T REV IN ... . . . . . .. .T

CASE LAPELING VAR: A'IE
MISSING VALUES ....... BEPOPSoR PTF TRA!TS..

PL ANES ARE . . . . . . . . . . . . . . . ..
IN-F1T UkIT NUMEER . . . . . . . . . . . . . . .
REWIN- INPUT UN:T PRICR T' REAING. . DATA. . .

NUMBER OF WORDS OF DYNAMC STORAGE. 3999'

hI)S? TRAN PARAGRAPH IS USEK ttsl
IPAGE 2 BMDP2T GEOSYNCH ENERGETIC ELECTRON DATA

VARIABLES TO BE USED
1 PERIOD 2 DATE 3 PTS 4 SEEIIT 5 GAMI
£ GAMIII 7 GAMIV 9 SEEI 9 SEEII 10 SEEIV
II SEESSD

INPUT FORMAT IS
FREE
MAXIMUM LENGTH DATA RECORD IS 97 CHARACTERS.

NUMBER OF CASES READ .................. 1095
CASES WITH USE SET TO NEGATIVE VALUE . . . 73C

- REMAINING NUMBER OF CASES ... ........ 365
IPAGE 3 BMDPZT GROSYNCH ENERGETIC ELECTRON RATA

AROMA VARIABLE TS SEEI!,

AROR : )
MAOR

THE COMPONENT HAS BEEN AnDED TO THE MODEL

THE CURRENT MODEL HAS
OUTPUT VARIABLE : SEEIII
INPUT VARIABLE : NOISE
IPAGE 4 BMDPZT GEOSYNC ENERGETIC ELECTRCN DATA

ESTIMATION RESIDUAL : RESEEIII./

ESTIMATION BY CONDITIONAL LEAST SQUARES METHOD

RELATIVE CHANGE IN RESITUAL SUM OF SQUARES LESS THAN .*IOCE-Cl

SU'MMARY OF THE MODEL

OUTPUT VARIABLE -- SEEMI
:NPUT VARIABLES --

145 I
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v' A.. A pL VA." TYPE MEA, F;

PARAMETER VARIABLE TYPE FA E ESTIMATE ST Ei T-RAIf
1 SEBIII MA 1 ..... 1 - 2
2 SEEI I A R EB, 5 , 112.81
3 SEE!I! AR 27 .1691 .0545 3.12

RESIDUAL SUM OF SQUARES .122532
DEGREES OF FREEDOM 324
RESIDUAL MEAN SQUARE 0c39:

N.A. ESTIMATION BY BACECASTTN METHID
Nip.
%' - REATIVE CHANGE IN RESIDUAL S'M C. SUA4ES LESS 1" 00E-0

* SUMMARY OF THE MODEL

OUTPUT VARIABLE -- SEEIII

INPUT VARIABLES -- NOISE

.. VARIABLE VAR. TYPE MEAN TIE I:FFE E EN

SEEIIi RANDOM i- 3E5

PARAMETER VARIABLE TYPE FACTOR ORDER ESTIMATE ST. ERR. T-RATIO
J I SEBIII MA -.122-2.24

2 SEEIiI AR 1 1 .9E51 .004! 218.90
. 3 SEEITI AR 2 27 .i7o .154 3.13

RESIDUAL SUM OF SQUARES .130532 (BACECASTS EXCLUDED)
V DEGREES OF FREEDOM 334

RESIDUAL MEAN SQUARE .000391
I IPAGE 5 BMDP2T GEOSYNCH ENERGETIC ELECTRCK DATA

146



VA? A"'B IS K ./

E N CE.S F ERV F N F S F E,

SAN A . E RR OF TE MEAN 0
7-VALUE OF MEAN (AGAINST ZERC :

k~~. 1,. iE. ,I

AUTOO0 C REL 'ATI ONS

2 -. 03 -. 16 -. 7-.115 -. 13 -- 0.... . 0 L - .C,
ST ,E, ,0 .015 , r; El .oE .06 .06 06 .C6 .0 .0 ti .

13- 24 .12 -.06 -.01 -.01 0,O -.04 .01 ,Cl .03 -.03 -.08 -.07
STE. ,O .06 .06 .06 .06 .0E .06 .06 .06 .06 .0E .

25- 36 08 11 -.02 0.0 .04 -.11 -.07 .07 , C,3 -. 04 -. C-
STE. . ,06 .06 .06 .06 .0 .06 .06 0c .06 .0 .C6

PLOT OF AUTOCORRELATIONS

.1 -1.0 -. 8 -. 6 -. 4 -. 2 .0 .2 .4 E .2 M

LAG CORE. ... ..... ...+....+ ................ .... +....

-,55 X+x:

I -. XXX:
[ -.014 + 7

'I - .r

. .o 7X4

11 -.024 + x,
S12 I.0 I

I3 .118 + TXXX

14 -.061 +XX7 +
15 -.00F + T

I10 -.0!4+I
+ +

Vl ". 0 Z I +

"I ,0 9 +

*2 **I[: I X '

-' . u4, IT

24 -."'4 +Xo
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-! -- --- -- -- -- .XX .+

.e, .071+ ..

-.0s;32 .052 ' [I

'35 -.042 + XI +

IPAGE 6 BMDPZT GEOSYNCH NERE1C0 EL_. ,."RN I.ATA

FOREAST CASES : 24.
STAR? : 345.,'

FORECAST ON VARIABLE SEEIII FR-M TIME PEIOD 345

PERIOD FORECASTS ST. ERE.A .L .
~4 12734 .-n0,-: %

34 ,12504 .0041 5
,'1 .2°47 .126 .2270 .13222

49 ,125 .04 ,2E

35: .12452 .057..2 .13421

352 .12073 C,00 E "I
253 .12124 .06334 .13602

354 .11836 .06699 .14c50
355 .11581 .0622 .14090
356 .11300 .07247 .1424C
357 .!1136 .07494 ,1364
358 .11018 .0?27 .142"
359 .10759 .07946 .1419,
360 .10762 00153 .14212
361 .10566 .08349 .1334,
362 .10449 .03535 1 *1.,362 .10270 .071 ... 44.... il .147, 1
34 ,C01'? .7 F ,144
:65 .... o .....::...
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BM> E na P, "L E 1:

Sset sa OL
Tanfe r Fu!, 0r; MJ1

BMP2T BCX-JENKINS TIME SERIES ANALYSTS
4 BM.PF STATISTICAL SOFTWARE, INC.

1964 WESTWOOD BLVD. SU:'TE 202
(213) 475-5700
PROa"RAM REVISE' APRIL 19 8
MANUAL REVISEL' -- 1901
COPYRIGH-T (C) 1 bZ RFu'E.l UNIVEST'V CF " CAF::ITA

TO SEE REMARFS AVD A SUMMARY OF NEW FEATUREz FOR
THIS PROGRAM, STATE NEWS. INTHE PRINT PA G7.

THIS VERSION OF BMDP HAS BEEN CONVERTED FOR HSE ONK
CT AND CYB ER SE 1IES COMPUTr PS E Y

Br- F PRO3:ECT, V30ELBAE COPTING CENT7R

W -11712:N

k. ELES F VAGST 193 FOR FTN 5 COMPILERS

EXECUITED ON 8E!I6,10i19 .AT 10 .5 0.3.

PROGRAM CO.NTROL. INFORMATION

!PROBLEM TITLE IS 'GEOSYNCfl EE T'IMFU ' ES,
S TRANSFER FUNG FROM SOLAR WINE, IMF B

/INVUT VARIABLES ARE 12.
S FORMAT IS FREE.

RECL 9 0.
!VAR:ARLE NAMES ARE DATE,ABXE,SYEAEE,

SEEII ,SEE;i:,SEE- v,

U1 0

I~N



4' .."

.J*. .r ,

NUM-R OF VARIABLES TO REA' ,N .

NUMBER OF VARIABLES A FB BY TRANSFIRWAT::N ,

TOTAL NUEER OF VARiABlES . ....... . ..
J. NUM.ER OF CASES TO REA.7 IK . . . . . . .T. .

CASE LAB' T N VARIAFLES. .. . . . . . . .
4 MISsING VALUES CHECKED BEFORE O R AFTER TRANS. S. NE

BLANKS ARE ....................... MISS'I
INPUT UNIT NUME. .. ............... F
REWIND INPUT UNIT PRIOR TC READING. . DATA. . . NI
NUMBER OF WORS OF DYNAMIC STORAGE ....... .. ..
thUs TRAN PARAGRAPH IS USED 11W:
IPAGE 1 BMIFiT GEOSYNCH BE TIME SERIES, TRANSFER F";- FP.U. . SLAF WIN, B El

VAF.IAELES TO BE USED
I DATE 1 APIE A IE 4 A ?E AB.M

".-, H A rY Z AV p SVL'r EI V'V

" , S>- TTT 12 SEV
,,-', INPUT .RMAT IS

FRE
MAXIMU LEKT DATA RECOR I .

t' CASES REA ..... .............. ..
CASES WITH USE SET TO NEGATIVE VALUE ....

M-A;.LIING N'MSER C SES.. ... ..... -,

r. FACE S SMm2T IS0YNC, BE TIME S.E... ANF .. . FRCM ECL-R WIN: 
T
y -

- . AETNA VARIABLE IS AEZm.
AR)R '(17
CENTERED./

TH COMPONENT HAS BEEN ADDED T THE MODEL

THE CURRENT MODEL HAS
OUTPUT VARIABLE : ABZIM

A INPUT VARIABLE : NOISE

IPAE 4 MDFT GEOSYNCH E TIME SERIES, TRANSFER FUN FRM. SOLAR WT I) !

ESTIMATON RESIDUALK RX.

7,. . V. . .. .L I. . .T,,SS.. ..

151
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...... . .. ..

A.- A 5 v:

"A'VA- A' V OP K! IM

: AM-7 VA S:PL ul' F:-c -.-V!--Q .

4:. .' VAIABLE TOYECT ORE ETIMATSE FUT' :EO KOAE1,%F

FILTE-R VARIABLE IS SEESSI
RESID"UAL :RI./

-~ RESIUL MA N S;"ARE 452§73

VARIAFLESSS IS FILTEFRED, RESUL'TS ARE STORED IN VABPE RF
IPAGE . CELSYCS BE TIM rVEV TRANSFER F-,'"YS~l IN IEI

CC VARIAB'LES ACE RX, RY.
MAYLAR 1S 10.i

EFEECIVE NMBEROF CASES 3

CCRRLAC OF RI AND E7 IS I

PCOSCOREL'ATIO-,S OF RI (IWAN RY (I+E

V.'

* ~ ~ ~ ~ ~ --t rr ''

15 2

% %



4-

I .7717 7 ,: 7 , 11 "

. . . ... ... . .. .,

2.5749 4 8.9414 104"41

3 -7.9494 -, 40 . 3 .0101
4 12.5653? 03 -6 .46 WK C . 7
E, 14.97775 .00086 8.5152? .0049

"0" . 8 .12671 .30041 6,33562 .00226
11.63571 .0006? 2.17164 .00012

8 -7.21447 -.00041 -1.13360 -.0000,
9 13.06466 .00075 -9.24338 -.00P52
1P -3.49978 -.00I20 4.87125 ,00C28

WERE X(W) IS THE FIRST SERIES, Y(1) THE SE"ND
SEHIES, SX THE STANKAR ERROR OF X(!, AK' SY

THE STANDARI ERROR OF YrI)
SPA 7 BMDP2T CECSYNU EE TIME SERIES, TRAN"FE: F : 'M A WN' y

4 .

-1.0 -,8 -.8 -.4 -.2 .3 , .4 . ,LAZ ...3. +-------------4----,--

-,o . ; IX +

-9 -.07" XXI
-8 -.009 + I

- , +
" -6 .048 IX

V, -5 .0F4 + IX 4
-.049 + XI

-3 .313 + XI *
+-: .085 + IXX+

- - 044 XT

0 .004 + I +

1 -.188 XX;XXI
2 .385 4 180-
I -.383 xx -X

g" .;:* 13!-•

1 .? -t-
4153

5: 153



i~r Pw~''wr% Aw 8 QM' "J'- 'CSY0r EF ' ' FAC'-' :-I C

0--

!PACE 9BEM:?::T GEOSWF El T IME SERIES, TRANSFER F.,'" PRKIM S, 'A.F WINI :F 2P

ARIWA VARIAP P IS ASEESS

TEE COMPONENT HAS BEEN ADDED TO 'HE1 MODEL

THE CURRENT MODELJ HAS
tOVTPJ VARIABLE :SEESSO)

INPUT VARIABLE :NOISE AZ
I 1A 0 BMDPZT GEOSYNCH E TIME SERIES, TRANSFER F'-!K FROM SQL o;. WI4, IMP

EINDEP "- VRIABLE S AEZMX.
-'MEC I~UORES r'W.

ESMWIC RVAUE :Y CODIIOA LEAT278./ MPHO

RTHE CNE HAS BEENIDADED TOF SQHE M LE S

-S~SNR THE CURE MODELHA

OUTPUT VARIABLEF 511550
INPUT VARIABILE NISE AZ

--. 5V PA.E I .REMDYpQ CENO El TME, SRIFRFER U 1G SLKWKDM

-15

-(1



Pr A.:fl A .. rTi V- A AR YP t R ST M " 1"

0-

. AP2 UP : -2. :' .; -! ,

REES OP': Fr,'SEkIAFS 4 1 118

RFS:D !AL EA N SCA6P ?4 93442 S
IPAGE :1 BMDP.T GEOSYNCi EE TIME SEE'ES, TPA);SFER FUN- FF. ,S WISA , IF B-

ACF VARIABLE IS EYX./

NUMFER OF OBSERVATIONS
MEAN OF THE (DIFFREUNCED) SERIES 4.96914
STANDARD ERROR OF THE MEAN 19.319?
T-VALUE OF MEAN (AGAINST ZERO)

AUTDOCORREATIONS

S- 12 65 .42 .20 .2 ,01 -.09 -.10 -,! -,% ,0 .26 .4

12- :4 OE 0 -. ., - .10 -.09 -l --.C!-. .,

LAj ll RF, . .......... ..... . +... -------- --......... ..... +.....+

, 4 + IIX+XIXXIIIIXKIIX
2 .423 + lxxIlDlXIIx7.101 0+ Ixxxx

4 ,I2Z + IXXX
,, r .13 + I

6 -. 091 + xll +
7 104 + 4 44I

*120 + YX .

E ID + I +
I .64 + TXXX

4 1 2 02 + [IX

7. -. 104 + XXXI

12. . X+ : +

I .-. '? * X:x

15 5
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-'+

-c'C

z 4 C8

.5.r

-I -.. xx +x

xx yxi
29 .2l~i+ ixxx x

30 .85 + :xIYX

2 .I + IXXX +
35 22 .::'7 + :xx +x

29 .29 + 11111+

21 C,162t 10.0 +
32 .04! + TX0 +

IPAE 2 MD2T CUEOSYNCH EE TIME SERIS RNFRFN RM5A ID FE

PArIF VAPSIAR;LE IS RYX./

N UM BEZR OF OBSEEVATIONS

STANEARD ERROR OF THE MEAN 19.318"7
T-VALUE OF MEAN (AGAINST ZERCI.27

PARTIAL AUTOCORRELATIONS

ST.E. .0 .C .07 .07 .07 .37 .07 .0 V 07 0 17

2w13- 24 .04 .02 -. .01 2,.0 -.0 -.04 .1 .2-
ST.E. .07 .07 .'," .01 .07 .07 .07 .07 C+' .07

- . .2 .17 .03 .09 -. l O . ... . .. .

N- ~~~~~~~~ST.E. .07 .7 .~.7 .7 .7 .7 , 7 .

15



C

~F C' O F ARCA A'. CR FPNS5

4

- -- --, - --: , . . , --.

4 .006 + lX t

5 -.04 +XXl
E -.!20 XXXI +

c .069 + Ix+
8 -.048 + Xi +
9 .136 + Ixx
10 .020 + I 4
11 -.012 4 I +
12 - .02? + XI +
13 .036 + IX +
14 -.020 + I +
15 -.123 XXI +
16 .010 +
"! .000 +

.18 -.225 ' XI
""' 0 -.3CZ + XI

, -.017 1
- + x: y

22 .06 , 1+
24 .021 : x -

26 ,16? + mlx.
2" .02 + 1

.032+ +
2 ,0 2 + Z!XX4

20 -016 + 2+
3f , 1 + T +

31 -.002 + I +
S32 .025 + IX

23 .095 . 10 -
34 .008 + 1 +

30 -.011 +~ 4

100:1] 2o EME2, D EOSYNCH EE TIME KEES, T E7FRFUN? -PrOM S AR WIN, IMF R-

A .IA VARIAELE IS SEES ,

p,. ARC '(1,02"'
AP'

X TH ? N'TN HA. HEEN AFE'1 T THE -

157
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~U;TVAR: ARBE SPESS:
NT VAR:.AF NII'SE Ap .7M

.4O :4 BI:F' CEOSYNCH EE "X'MR SEEE71 PN , W: '

ESTIATTIN EES:DLALS: X-

ESTTMATbO.N BY CONIKT1ONAL L-EAST S 'LAREQ METETI

RELKATIVE CHANGE IN RESIDUA, SUM OF S;.ARESq LESS ,;kk

SUMMARY OF THE MODEL

OUTPUT VARTABLE -- SEESSI
INPU!T VAEABLES- NCISE ABZM

VARIAELE VAR. TYPE MEAN M DIEEUE

SEESSI RANIOM, RFFM:IEI I- NvC

AFIM RANDOM

PAF.AKEE VARIAEE TYPE F ATO T RE 0;IM. R. ErR, T-RATI.
1 SEESSD AR 1 2 .73 14 134

E~* 2 S A 27 2J29.DE

RESI:DUAL SUM OF SQUAREQ ' 24!1244291
DECREES OF FREEDOM
RESIDUAL MEAN S;UARE 2E.8 4

ESTIMATION BY BACKCASTING METHOD

RELATIVE CHANGE IN RESIDUAL SUM OF SQ'!ARFK3 LESS THAN 2311 E-04

SUMMARY OF THE MODE"

*OUTPUT VARIABLE -- SEESSO

INP!UT VARIAELES -Q N':SE AKFY

ARIA~ VAR. TYPE- MEAN I: I Fp

RAN>! R- vE

~AnA

15 8

0 fr. -r'

- - - - -- - - - - -



2 5EB51 A'.
Ag C.

DEORBCES OF FE:3 P

RDUAL MEAN SAE21113
tRACE 15 BMR2 GEJYN7 -ETM? 7"IC ANP PN- FRM SC:,.tR ''

ACP VARIABLE IS RYX.

MAIL AG 1S536./

NUMBER OF OBSERVATIONS A0

MEAN OF THE (DFERNt SER:ES -.8012
STANDARD ERROR OF T7E MEAN 14 .152Z3
T-VALUE OF MEAN (AGAINST ZERO) -. 05V2

AUTOCCrPRELIATIONS

-12 -. 01 .06 -10 .06 0.211, -.1 -14 .36 .2 .1
ST.E. .0? 03 VC .07 .317.? .3? .07 .07 0?.3 .8

t (V- 13 -24 CE .1 -. 06 -.02 -.3 .1-.3 .1 .3 .

S. 2? . 3 .. 3.tl A

PLOF AUTCORELATIONS

4. -B A .4-2 + . 4

LA 0ORE + +

I -. 024 + I1

4XXI +

0 4 .06 + X +0

5 -Y.31 + 1

6 -.112 19



, -°°'ruw r wr r'r r sXw u-w:w s..f.,w--r F

4Y Ty..

27 -.CBS + xxi, +
28 034 + I I
29 -043 + X : +

2 004 +

' °'" I~IPA 3 i B D, D GE"SY -- EE TIME S::ER7 TkXS FUN FO CA WK,[[E

N"
-.R 9 MA V '7 Ew E A2Z

.:.:. ARVAO E : .74I

- . - nr CENTERED,

EE CcMPONENT HAS BEEN ADDE11 TO TH ME L

~THE CURRENT MODEL HAS

OUTPUT VARIABLE = ABZM
.... VARIABLE = NOISE n2
:PACE 17 BMDPZT GEOSYNCIN EVE TIFF SER'ES, TRANSFER FUNt FROM SOLAR WTND," TMP 0-

.

PS;IWE:GHT MAXPSI : 40.1,'24 PSI-WEIGHTS ARE S7"+

!PAGE !8 BMDP2T GROSYKCE EE TIFF SER_.ES, TRANSFER FUN7 FROM SOLAR W7ND, IMF B:

EIASE MlODEL./

27,: 7- .08+ x

28 ~ ~ 1 004+I



'p.

IN, ED VAR:ABLEI1S A P Z

UPA W:UE S :20Dt'
CENIEE ,

THE COW O3NENT HAS BEEN Av%%7) TO THE M.0-

THE CURRENT MODEL HAS
O)UTPJT VAR'AE'F :- EE

INPUT VAP'AF~v - I:S

a,,

'E2
SPALE ERR4%A.

7; TH CUREN CIE HA 214 C1
OUTPU VARABL 6EEZ?2:

-~~~~~~~ INUrARALDKE A
IPCE% MJT EOYNH ETIE BSTRNSEEP3 U ' OLR I~,8ME

-4. 5

1 .69

FORECASTQ CAES
START C

a,2

174~~~ .9 E9 cT2.76 21

'''~~~~~~ r 7 T362 :.71

V~~~ ~ ~ % 32% 22:18 521

I?. %: 2%.12 61

'AL



=.1 .It

,'r

'I r

.... . ... .r .'.. . .

.9' C9 , 61 4 7 4 1'1 Z 2r? 7 3S , o3 E. ,

193 355,]553Y 239,,257:i 7 279C
9 3 35 9 335,93435 9139,5 3 ?1EI 99, 1? E C
195E 291,7727 239 7'4.5: .13'

19f, Z65 3i0o: Z3 572 5?," . ,>19 237,96124 223.25>1 22.:94sc

i98 230.80034 242,1494F 50.5i19o
199 234.9905 246.42Q2 42,996
200 237.3739r 249.97"4 62.67!7r

A A3.2 ERROS: 189. 126 (Y CON :ONA . 2

% -. :,.:'_ -.:BF.DFZT GROSYN-H E STI E EEES, TRANSFER FHN- FPOM S'-'! C.C, 1M K

.... 3551552 2392.:3 772:232:. J ..

.,.,N ;,VC;P OF INTEHER WO)KS OF 1!- T.. ' N PR-,K '" 9E ~ ;
,CU 65i2 29.2E5 7 0 ....

SN, MOARE ON R / , 19 2 (5NOAM.

8M3P2 E ETUMNATED

16 2

'P%



Appendix F: ACFs and PACFs of the t-ncrg:t i( EIe.:trori
Chalnne 1 Seri e.

ACF of the SEESSD Channel, 706 days .... ........ 164

PACF of the SEESSD Channel, 706 days . ....... c

ACF of the SEEI Channel, 765 days .. ......... 168

PACF of the SEEI Channel, 765 days .. ........ 170

ACF of the SEEII Channel, 765 days .. ........ 172

* PACF of the SEEII Channel, 765 days .. ........ 174

ACF of the SEEIII Channel, 765 days .. ........ 176

PACF of the SEEIII Channel, 765 days . ....... 178

ACF of the SEEIV Channel, 765 days .. ........ 180

PACF of the SEEIV Channel, 765 days .. ........ 182

"2'

S163
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Apf)riJ ix F A(Fs and PACYs of . rh,. tfl ,. c' t'..t'',
Channel S ic s

,-A .. N C5E .0 A0-FEE SK ccK .V

12- 24 .01 .0 C4 . ,02 C' .T HE .EA

-,A OEVLV E cEA 6IIs TEE E 2 V f

1-12. .55 .42 25.  .O .09 Og e .o2-.:i .0 .0? .04 .0.0

25- 3 .22 .28 .2 ,25 .22.i . .'.,0 ,[ .00 .0, 0>
ST.E. .0 C .5 .2 .2 ...0 ? .7 ? . 0. .0 .
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SqT
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c ?

,. 'cv

+ IXYAXXXXXYXXY

.23, TXX+XYX

4 .124 xxx
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'-a

N -"

I.%.

LA:, .... n :Pk,:,NQ

,t' STo,.. ,.34 .. ..04 .04 .04 .04 74 .4 .r4 .04 .34 . '. .34
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-Appenidix 11: CCFs of the 70() a% Tr~t±m-ff-r
Fureti oil Mud(1 l

iK CCMT0NENT HAS BENADDEDT^ 'HE M
THE CUJRRENT MODLEL HAS
OUTPUT VARIABLE :A?ZM.

IN""T VARIASLE :NOVSE

ESTIMATION RESIDUALS :RX.
METHOD IS CLS.I

ESTIMATION BY CONDITIO\IAL 'EAST SQUA:)ES METHOD

REAIECHANGE INRsDUAL SUM OF SQUARES LESS. THAN .10C E-04

SUMMARY OF THE MOEEL

OUTP1T VAIABLE I NCOISE

VAR: ABLEF VAR. TYPE MEAN TIME DIFFE~rNCE

APIF RANDOM REMOVED 1- ?0

PARAMETER VARIABLE TYPE FA'TOR ORDER ESTIMATE ST. EPR
* T-RATIO

1 ABZM AR 1 29K2 :2141
2.61

RESIDUAL SUM OF SQUARES 162.83F822
DEGREES OF FREEDOM 68
RESIDUAL MEAN SQUARE 2.394689

FILTER VARIAELE IS SEESSD.
RES:IDUALS :RY.!

RESIDU',AL MEAN SQUARE 8.i6

VARTALE SEESS: TS FILTERED, RESULTS ARE STIRI -NVA ER

S 19 4



V. a

C'F VARIAPLPS ARF RX, RY.
MAXLAV 15 ./

EFFECTIVE NUKER OF CASES

CORELA'N OF RY AN, Y

CROSS CORRELATIONS OF RX (I) AW RY

1- 12 .05 .: _A:.2 .-V I-.q .- %29 L-~
ST.E. .12 .12 12 .12 13 .13.13 13 23.13 1 1 11

13- 15 -.02 -.01 .0!

STE. .13 .13 .14

CROSS CORRELATIONS OF RY (!) AN! Ri (!+K

!- 12 .12 .02 -.12 -.05 .05 .12 .09 .1 ,e .17 ,i1 ,I

ST.E. .12 .12 .12 .12 .13 .13 .13 .13 .3 .3 .13 .13

.13- 15 -.09 -.!2 -.0H
ST. . .13 .13 .14

195



, LA S I';.'S x ,S I.SYz /S ,!

2 4."42E2 1: 293 .::
-*.0C395 -,020 ,'  -2,87243 ..0.'"

4 -2,05419 -.O -6.14518 - 27
, 2. 08172 .02261 6.74932 .%4x

* 6 -i3,26092 -. 03000 14.91674 .02"%:

-.2.01070 .000 11.1383 ....
8 -8.,2463 -0 53 12.46527 C,-0 5

9 -11.09453 -.0006? 22.01650 .0133
10 -24.37040 -.00147 22.53590 ,0236
11 -.52308 -.00O02 23.66686 .00.42
12 -10.47852 -.00063 8.16840 ,2:42
13 -3.00012 -.00018 -11.23285 -0161

14 -.79805 -.00005 -15.72921 -.0:225

* 15 5.69383 .00034 -10.90109 -. 01766

WHERE X11) IS THE FIRST SERIES, Y(1) THE SK-ND

SERIES, SX THE STANDARD EROR OF (i), AN: SO
THE STANDARD ERROR OF Y(!,
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CP fc IF M F F,

. u . • . .. * ... .... ... ... .... ......... .... .... *

-15 -.O02+ 5

-14 -. 122 + IxW

-13 -. 087 XX
-:2 .063 + :!
-11 .184 + IXXY.X

I: .]E + HID:
-+ .17M-9 .lnl + l!on.

-8 .237 + 1I0

-6 .,!I2 + II>Z

-4 -.04 + x:
' -1 + INX".- -.022 4 1

- .22+ 2

0 .124 + :xxx
2 .050 + IX

,3 -,0 02 4

' 4 -,0:4 + x:
5 ,078 III 4

mmT X

S -,I02 + ZXXXI

7 -,078 + XXI 4

8 -.0K4 + IX:

9 -.286 4 11!
12 -,!189 +1X1X1
11 -,004 + I
12 -. 078 + III +
13 -. 023 + II
9: ,0CH + Il +

* 4 -. 006 + I 4

15 .044 + I

197
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VA;ALES AR EX, RY,

RASA.ALS R5,/

EFFECTIVE NUMBER OF CASES : 69

COEVA AAON OFRS AND RyARR,

COS CORRELATION OF RX (!) AND RY (I1.)

I-1 .01 -.05 -.05 .03 .11 .03 -.02 .03 -.08 -.19 -. 5 -.C'
K ; STE. .12 .12 .12 .12 .13 .13 .13 .13 .13 .13 .13

13- 15 -. 13 -. 09 .03
STE 1 .13 1

CROSS CORRELATIONS OF RY (1 AND RX

I- 12 .18 0. -.02 -22 .04 .9 9 . ... C2 .. 21 .Y.
ST.E. 12 12 .2 .12 .13 i 12 i 1

!3- If -,14 -,!9 -,.3

119
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SW Ns-F

LAC ISY! SY 1XS

c . .32V.
1 C8S12 .09EK .124: 29.

2 -022! .077i: -.. c
ANA031 -.67259 -Ih -17

4 .02199 .0528S -.OC91 ,%4

6 .097 044 P 12:
I -. 01582 .358 .92 .14254
a .02.169 .0 527 .572 .1E

10 9.:1 -. 8 1 !44;1 .34 81.c
? -89 2 2 .12714 *33Vc

* 12 -. 88 -.03CF2 ?641 .57

13 -.0838 .2 02 Z .99 -125

14 -057 ? .1306 -20 244E -29929
KS 0156 .05184 -.08cil -261

W- HERE X IS THE KEST SERIES, Y'T~ T'' E1W

SERIES, SY THE STANDAR2 ERROR OF XIII, AKD SY
ThE STAN1-ARD ERROR OF Yfl1
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r z an

-. --- - - .."
-Ar -. 3 X Z

ir 1~4 ~XXYT
-14 -. 12 + iXXXX

1XXX +

.037 + IX
-,. + IXXXXX4

-9 .1.1 + IX +
-8 II + INI +
-? 0 1 IIX +
-6 OF? + I N +

.036 + 1
-4 -,015 + I +
-3 -. 014 + Xl +
- -,O00: +
- .!93 , XXXX+

0 .213 + :Xxxx+
- .013 1 +

-. 047 + x +

4 0 4 IX +

x +

8 K04 + x9 -.8 XI +

9 -.0iK +XXI +
!0 -,,. i:+XXXx: +

i, -.01i + X +
12 -. 020 + I +
13 -.131 + XXXT
14 -.088 + XXi

15 .200
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RFSDUALL SFA : R,

CCF VARIABLES ARE RX, RY.

EFFECTIVE NUMBER OF CASES 69

CORPFKATICN OF RI ANDn BY is

CRCSS CREATC\S OF RX TI AN.RR

1- 12 .04 -.01 -.32.l ol 02 - .041 -~-.2: -.2
ST.E. .2 .12 .12 .12 .13 .13 .13 It2 1I . :

13- ~ 'o 15 -1 O .14
SME. 13 .13 .14

o99s C"ELA:N V~~ (1) AN1D ER.

I- 12Z .04 -. 04 -.09 .01 .12 .09 oil .3C1 1 1 .
ST.E. .1I2 .1 12 .12 .13 .13 .13 72 .2.3 U .1

12- 1ll -.14 -. 1,1 -. C19
ST.E. 13.14
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TR.AN~SFER N" WEIGHTS

'-A Z Is Y/ Q :sx '5Y ?sy, x S51Isv

c C.0516 Z. 24 F 4 -.03'-I -

4 .036E0 F .8340 .0 1 F

6 oc03c? .263 .07E
7 -. 003C09 -.442C.3 .0G45' .E5E4
8 .01025 1.48112 ..53 .90
9 1-.0 7 6 -1.1 . 011ZF0%v .44418

10 -.01783 -2.55W4 .013E, 1.9'J45
11 - .02436 -3.44902 C.01. i.F5645
121 .02 70C? 3.88153 -. 00C2 v"8 -:0 7 '4
13 -. 01438 -2.06006 -.01170 -1.8V68
14 -.00671 -.9C248 -.0122E 17 %
iE -.0Mi3E -i.62682 -.00i7 -1.11309l

WHERE X I) IS THE FIRST SERIES, Y(Tl THE SEC%';ND
/.SERIES, SX THE STANDARD ERROR OF Xf, AND SY

THE STANDARD ERROR OF Y(I)
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'" ?2~~~F f : EK :. J l

- -- . -- - -, - , -- .- .- ,- ,- ,- - -- ------

-'5 Ire9 + HUI ,

,- .1,. + xxxx •

!!-9 12, + IlI! ,
, .- 8 0 ?5 + ."X +

.055•
9I.. - X +

-5 11 IM +
~-4 .OI L

- -. 089 + 1I!
- .C, 26 + xi

- .037

• . .o-IX

S. ' ° -.OJ C ..- .

2 " IN TXIY

5.j

9 - 092 + 7 ,
4 +ME

14 -,087 + xli +
,: -.,3E + IXXI +
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F ILT ER VAIABLE Is SEE!::
RESDL'AL'S: Y

RESIDU!A'- MEAN St~VIARE

VALTA% F SEEMTI IS FITRDRSLSAE 52 '"HEER

CCP VARIABLES ARE RX, RY.
MAY.A] 's

DORLTO F RB AN: E S

CR^S5 CORRELATIOvNS O F RI AN: RB :4

S TE .11 .1Z . .12 2 .3.3.3.13 .1 .13.1

'9 ' - -Z 2 -.04

STE .3 .2.4

>735 CORLAIN SF CB C, A Y

-12 .9-.05-14-03. .1 9 19 :
ST.E. .12 .1 .12 12 .z .1 112 131 1

. -.24C
S1. 13 .13 14
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A.;spp. F kNW-T -

.0006 .II

0 
* 

.
1.. . .. 

..

-00 0:2 -6,l51t5001 
.4'''

4 .0009 6 .2 0 7 - 00028 -2. 0i 8

4% 
6 - 0 0? -I2.63 % .00 097 I: 27 52-. F064 -6.67 

V0001 ..E24O4
3 00 4 5. ,6 ,2 .00 7 3.00 ,23

01 . 1 -12 0021 2 110 r

SHIES, - X T -2.7Q 1 -.0U1 AN- 1 .2

S E R I E S S X A T E S D A E C Er R R O F T( 2 A : S

i

i
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7: .H A"N

+ +

-15 -. 1 + xxx:
-94 -. 9 + x XXx
-8l -U_4 4 XX

++

9 , 4, 9+ xxx
-8 .:28 XII

-~.1K, + 1Y.Y.Y..

-J .01 + I

-4 .Ci2 + +x
- -.028xx3

-' .05? + 11 +

6-i .128 + xxx
0 .151 + xi +

1 .019 + Ix +

9 -1103 + xxi +

30 -. 03 t 72XI
41 -.1 + IIIY' +
12 .181. + IX X +

12 -.0512 + XXI +

19 -1 + XXXI
10 .5 + x +i
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RES::UA.
1 F U: .... S' F"

VAB:A L SEE:,' - ......

"IF VARIABLES ARF RX RY.
MAXLAS i S.

EFFE'TIVE NUMBER OF CASES 6S

CORBEATICN OF EX .Y AN F20

CROSS CCRRELATIONS CF RX (I) AN: RY

I 12 0.0 0.A -.07 .08 .09 -.03 .09 * -. 12 -.14 ,14

STE. .12 .12 .12 .12 12 .12 ,l ,11 .13 ,11 .13 .12

13- 15 -.12 -.9 -.04
STE. .13 .13 .14

CR" S CORRELATIONS OF !Y (2 AN" R7

STE. .12 .1 , .1 2 .12 .2 ,5 .2 ,2 ,2 ,i3 .13

E- IF -.16 -13 .,4

P..E
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; sp c FUNO:NY(:,rs s? ( ),i.

LAO ?SY/SX :SX,!Y I, Sx I 'S"

1 .C0005 .3919. ,00249 ,66036
2 .00004 .33689 -. 0005? -4.9609
3 -.00073 -6.35314 -.00169 -14.6945
4 .00185 7.40492 -.00K44 -2,820"0
5 .06094 8.13439 .00107 9.307"2

-.00029 -2.50574 .00:5 100.219
? -.00098 -8.52418 .00007 .62559
8 .00029 2.55164 -.00008 -.653M
9 -.00124 -10.73600 .00098 8.50249

10 -.02129 -:1.21067 .00209 1.?9
11 -.00154 -13.38780 .00:9 15.81" '
12 .00149 12.91103 -OCO:: -. :1:
13 -,00126 -10.96:U5 -.CPI69 -14.72K'"
14 -.00097 -8.42227 -.37262 -1?.6 "
15 -. 00229 -3 22t -.0015 -9.12 7

WHERE X(T) IS THE FIRST SERIES, Y(' THE SEC3'
SERIES, Sx THE STANOIAR EREOR OF X(!(, AND SY
THE STAN"AED ERROR OF Y(W
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AC COER. ----- -- .........-'---

-15 IX
-14 -10+ MXx

- I .9 vi

-9 -.0 9 1, + I I +

I +

-4 +.4 X
* -~ .158+ XXII

-+ I.5 I +
-i .22+ mlxxx

c .2041 ixxxxx

4 .009 + IX +
CC.88 + II +

S .079 + 11!
6 -.08i + XX +

9 +M xx:

1: -.144 +XHill

+. lxxxi +

14 -.09c' + xxi
IS -.03E + xi +

209

110j



ARMA VARl:A PLE 1;S A V

CO3GJNE.\T PAS EEE APCE: T THE .2E

THE C'URRENT MOCEL HAS
OU7TPUT VARIABLE :A
INPUT VARIABLE :NC'DSE

AT
ESTIMATLON RESIDUALS R.

METHOD IS CLS./

ESTIMATION BY CONDITIONAL LEAST SQUARES METHOD

RELATIVE CHANGE IN EACH EST:mATF LESS 7HAN .1ODE-0OD

SUMKARY OF THE MODEL

o0U!, UT VARIABLE -AV

'ND17 VARIARLES -- NOISE

aVARIA.BLE VAR. TYPE KEA\' TIKE i F:,E F. KS

AV R AND R E MOVED I-7

PARAMETER VARIAFLE TYPE FACTOR ORDE.R ESTMATE ST, ERR.
T-RAT:C

i AV AR 871
1. .

RESTIUAL SUP. OF SQUARES 26779E.4C911
*DEGREES OF FREEDOM 6

RESIDUAL MEAN SQUARE 3881.10%3

FILT'ER VARIABLE IS SEESS:>
RESIDUALSq :RF -

RESIDUl'AL ME"AN SLIUEAREL
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N* ATFE R X Y

MA N q1.

Mw FE 'V "MH OFCSS 7

WORLT N XANDR

F XA -

-'4 2 2 . 2 .12. 3 1 ]

MAXOAS :1 s 1 .1
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TRANSE FU"N'CT2N W373-

SYsV .isY !E;C IS yX* E

LAZ 181:93 130/SI ss':sx :3011

.04!:1 .2777: .041
1 .606%S .,%97 -.140%E -.0207%

.66E3 v, 038 .02108 .03:
3 .75731 .*i216 .09c24 .01424
4 -.08774 -.01299 .12262 .018:5
5 .41413 .06!32 .06828 .0101
6 .10193 .101508 -.26218 -.0387C
7 -.47299 -.07001 .04831 .00715
8 -.22486 -.03328 .01420 .00210
9 -.40081 -.05933 -.11429 -.016K

10 -.34056 -.05041 -.28235 -.04179
11 -.10616 -.01571 -.09514 -.01403
12 -.07602 -.01125 -.14287 -.32i15
13 -.18833 -.02787 -.1593 -.02354
14 -.09610 -. 01422 .20099 .32975

A' 15 -.03737 -.08553 -.20725 -.03060

,RS SE TQ Y(

Aj . WHERE XW IS THE FIRS: SERIES, 7(1) THE SF3001
"7 SERIES, SY THE STANARD ERROR CF X(T), AND Sy

f As THE 7-sT1A K AR R v
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COF f:rr S, ar w nd ar. jE33

PLn' OF CUJSS COREFLATICNS

LAG CCR I ---- +-------+--4-+---------...............

-15 -.080 + xx:. +
-14 .077 + I XX

-.044 + X1

+ +

-9 -04+ x +
-8 .007+ x

-7 .009 + T +
-1 -.35: + X +

-4 .07 IXX +

-~ .07 ixxxy

-2 .038 + X

0 .107 + IXXX +
.23 + IXxx

2 .12. + IXXI +

4 -.08?4 XiT
9 -.154 + :XXXX +
0 -.131 + XXIx

8i -.081 + xi +

12 -.029 + 11
3 -.072 + XXI +

14 -.03? + X1
*15 -011 +

213
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RESIDUAL3 E Y.:

RE1iYAL MEAN SQ", ,

. AR. P"E SEE! IS F:2." :, 75.. . . .AE. . .. ..

COF VARIABLES ARE RX, RY.
MAXLAJ IS 15./

EFFECTIVE NUMBER OF CASES : 70

CORRELATION OF RX AN' RY IS -. 2C

CROSS CORRELATIONS OF RX (M AND RY (1+9}
i- 2 .20 .32 .2i .10 -.15 .21 ,1 7 -. 1 -1 -.09 -.05 v[

ST.E. .12 .12 .12 .12 .12 .13 13 .12 .13 .13 .13 .13

13- i5 .03 -.09 -. 02
ST.E. .13 .13 .13

CROSS ORREATONS !F RY (i) AN: BH.

1- 12 -.09 -.C5 .- .1 c -.0'. - .. .

ST.E. .12 .2 .1 12 . . .. . .. .. . . .

13- 15 -. 06 ,34 -.32
STE. .12 .1 13
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RANFE KI .. %.N E Z

LAC ISY,'SX IS!/SY lsySy.1 Ssx.*'S

o - .004 19 -9 ,9r,264 C.1.: Q;.F0,
1 o00418 9.9K4Z4 9014 -4 6691

15 ?46Do,.5 Z2c
3 .00436 10.37632 .0072 !.62021

4 .00206 4.890?5 CDZ:7 5,11054
5 -.00520 -12.37819 -.03c1 -. 18
6 .00429 11.44747 .0: , .70134

7 .00343 8.-3i 012F3011
8 -.00426 -10.36712 -.OOCS: -. 49

9 -026 -6.56623 .22 -. 02
10 -.00176 -4.18942 -. 02234 -1.529

12 .00 42? 316 -. 0: -4
C3 .C 00c4 8 :92 -0 2 -2 .26511

14 -.03123 -4.49396 1010091 2.15,73
7 -.00047 -1.11263 -.0014 : -1.14924

WHERE X(I) IS THE FIRST SERIES, Y(I) THE SECOONT
SERIES, SX THE STANDARD ERROR OF Y' AND SY
THE SIACIARD ERROR OF 7(I 1
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F' - :CF ',RCSS "FgvF'AIOKS

-,-i. -. 8 -.2 -. 4 -. C' 1 .'. . .

4. - 424 x!

- , 144 + I
-, ,5 + ~ 'A* iI

-1 : - 008 + +

-11 .014 + 1 4

-I0 -.114 ,XXXI +

-9 -. 058 + x +
-8 -. 030 + Xi +

..062 + XiX +
-6 096 + lXX
-5 -.168 * XXXI
-4 .105 + IXXX +
-3 ,074 + IXI +
-2 -.051 + Xi +
-1 -.095 4 IX: 4

* " 0 -. 204 +XXXXXI +

1 .204 + !XXXXX+

2 .315 + IXXXXx+Xx
.4 - 3 .213 + IXXXXX+

4 .100 TXX +
5 -,254 xx4 XXXX 4

6 .214 , TXXXX

8 -.2!2 +XXXXXI
9 -,235 XX7
!0 -. 086 XX -

X
II- -, 4 +.l
12 I .062 4 5X •

14 -.02 XXi

9215 -1

021



U'

S F 3 1A1 KN S~7E R14

VAR'ABIF SEE" E . E FS A -  R V A .

C^F VAEIABLES ARE RX, RvY

MAILAG IS 15.!

EFFECT:VE NUMBER OF CASES 70

CORRELATION CF" RI AN, RE:3 -. 2

CROSSQ CORRELAT:CNS ^;F RX T AN R

-

I ILI - 3 1
STE .12 .12 .2 .12 .1% .2 .13 ,3 .13 1 1 1

::13 :5 ,09 3.3 -.I!

STE. ,3 .12 .13

1- 12 -,06 -.03 .14 -.13 . .. 01 .13 -.02" -,1 -,3-,. 3 -,'4 .3..2

STE, ,2 ,1% .12 .12 ,2 , 1 : ,13 ,I .1 , o,1

' 13- 25 -,06 .01 -.01

STE. .13 .13 .13

217
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---

0-

yC,

'44

. ; 2 . .. . .

ScD 0 8 "

'At M - 1t? 2~~: 1 1c

-. 1. :.4:i4

4 .D2I1. I.2?? - rr - n.. '

4.. ,6O-.012 " - ,o:?.4'"43 -.tPO5 -4.31354

3 .02034 5:.59593 -.C003 -4.34:9:
9, :". -.O0.02 -131.957723 -.02229. -13.36425

5> .2 -.00312 -1247053 -,03212 -1H.26'39

1U -..... -9.1452 - .2210 -14,19 7
12 -.007 .653 .. 62975±2 ,00023 35.,7 -.32 -2.15

*r 14 .00201 1.41495 ,00024 5.593 12

S .00027 -422 25 0 04 - 6 9

WHERE I(0) IS TEE FIRST SER'ES, Y(!: TEE SESOND
SERIES, SX THE STAKARD ERROR C' X ,, AND SY
THE STANDARD ERROE OF Y(I

^v.r

21
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iii

*¢"

N.

S- 14 +-i, . 4 +---------,- - - -

-r -,O + I +

- -. ... X !

- . + x. 4 +

-,

N. -..37[III[

P .MI + IX

- X

- .0 + Xxxx

-. 4 - 1Xxxx

... ..4 + XX Y
2 -. 02 + I I

-. 02 x+ xx

14 .O + : x

235 lxxx

. PD) + x

21
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F::EF. VAR'AELE TS SEEITI.

REIULMEAN SWUAR7

*VA AP'BL' SPEEI: IS F IILTERED, FESLT AkRE S:&E R7 v 7 ~ : N

c DE VAR:ABLES ARE RE., RY.
MALAO TR 15.1

EFF -IV NUMBER OF CASES

* CORF.E ATONOF RX ANEI RY S -1

IOR LI 0 9F .24 -.H -.N4 -.,4+

S.. .2 .2 12 .12 .AZ .13 .13 AD .13 .1 .1i3 .12

12- i5 .04 -.04 -.CB

CROSS CORRELATIONSQ OF RY (I) AN-, RX iE

-1 -. 07 -01 .11 -.H _.U6 .06 .01 -. 04-.1 -. 06-.01?0.

12- 15 -.01) .01 -.02

STE. 13 .13 2. 0



TEAM-MIM A.N2-Cy .

.03 E4. 345 -. 0000: -258 .344H0

4 023 417.2 421 -.01 -21.Z3'

7 .00006 912.54635 MOOG0 42.79;33
8 -.03000 -32.34764 -.C0001 -162,04084
9 .00-3.77 -.0000: -73.60Y30

13 -.000014 -298.7193E -.0000'. -228.34F20
!1 -.0001i -!39.99961 -.00002 31i7

12 -.00001 -135.18685 -.0030 05.6%

4 3 .00001 151.29790 -.000O01 -11.6522
14 -.00001 -162.07944 .00030 20.8cl2>
15 -000061 -284.91271 -.0 00 -68.044

WEE l: X TH FIRST SERIES, Y(1 TEE H'EDDO:
SER2ES, SX TYE STANDARD ERRDR CF' x(:), AND SY
THE S'AC2AKD ERCE^F 31Y'o
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-. ~ ~~ --If~ -~a -~x -' ---

.C 4 2 . .4

<4x I

I +

HF + XXI

- ~ ('+ X l T
4 +

+

XI +

- , .11 + x +

-2 -.02.0 + xi
-I l 3 + X1I +

036i + Ixi +

4 .04, + xi +

a-~xx + .dX~

7 .241 XX222

8 -.013



%.

%'i~~ ~~~~ E .F YS RV I3 "- "RK'.' IR ... 1 : "1.;1U=

CF" VARIAPLE ARE RX, R.

MAYLAC !S !5./

EFFECTIVE NUMBER OF CASES : 70

CORRELATION OF RX AN[; RY TS -.

CROSS CORRELATIONS OF RX (I) AND R2 ( El

1- 12 .15 .42 .26 9 - -.5 .1 -.0 -.i9 09- .
ST.2 . 12 .12 .12 .1 .2 .12 .13 . 13 .13 .13 .13 .13

1 - 15 .01 -.04 -.06

ST.E. ,.1 .13 .13

A.

.1;
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~ 2~7 ANSFEF: FV.37O1N WE2Y

L A S X JS7 Y SY/5 S''

0 -. ~22-43.324 -,%02-W2.C24EE
1 . C4 1 51.922 -.0000 3. 3i~

C u .0 ',7 9 E '.S 't4 0 u0 '4 5r7 3
4 V000§ 34?.5 2309 -00'-4 Q

-.0u00 -2?" 1.794 - ,('0<02 E 1 i

7 .3NP4 v4.:3 ,.00 2.73

o: -. 6o -5723 -000 -3j 1 4 50
3 .00 8.4:2 -. 00 , -. 042

* 14 ~~~-.3"oco "" -2.00001 10.'0

15 .0 0 0 -z 2.30c(1 .0 01 -57 7 24

WIMExEE XI s THE FIp-s7 SEEJES, Y(:)TESON
*SERIES,. SX THE STAKARD ERZO OF Xf AND SY

THE STANIARD RUM OF Y 1I
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:: f:, S, a: :r k: SH::
"a

: +Au ,.+ + -.... ---... ---....--....---............. . --OT OF:4 V+S ' ;: '

,+++

4- : +

4 X +
-1 -.3 + I +- ,I - , + XI +

-9 0 + il +

-4 + X +

-4 -.033+ + xl
,..: -3 .160 + IXHx +

-L -.056 + XI
A- -. 091 + XXI +

2 -,119 + XXXI
± r + XXXY 4

.419 + IXXTX XXXT

4 .01 + lXIx

-+ .

-.0-?1x
9 -,.82 X4XXXXXT

10 + x
i. -.048 + XI

+ +

14 -.41 4 X2
IU -, .0 2 XI +
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VITA

Major Michael P. Hal pin was born on 18 Novem~ber1

1951 in Albuquerque, New Mexico. He graduated from high

school there in 1969 and briefly attended the Universit:.

of Net; Mexico before accepting all appointment to the
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- 19. Abstract (continued)

This projeft used a Rex and Jt.!rib i,' tim,. .n ri,.s
'- anal si s of energetic electron fluxes measured at.

geosynchronous orbit in an effort to derive p redirt ion
models for the flux in each of five energ channels. In
addition, the technique of transfer function modeling
described by Box and Je:nkins was used in an attempt to
derive input-output relationships betwen the. f]ui.. chwnt.l
(viewed as the output) and the solar wind sp,.ed or
interplanetary magnetic field (IMF) north-seutLh compounet,B z, (viewed as the input). The transfer function modeling
was done in order to investigate the theoretical dynamic
relationship which is believed to exist between the solar
wind, the IMF Bz, and the energetic electrun flu in the

magnetosphere. The models derived from the transfer
function techniques employed were also intended to be used
in the prediction of flux values.

The results from this study indicate that the
energetic electron flux changes in the various channels are

.dependent on more than simply the solar wind speed or the
IMF Bz. Also, most of the time series models developed here
(for both heindividual energetic electron channels by
themselves and those developed through transfer functions)
were not suitable for use in prediction, since the standard

, error of the forecasts made using these models was
unacceptably high. However, a few of the models did merit
possible consideration for use in prediction of fluxes.
These were the individual time series models for the 6.6 -
9.7 MeV channel. In addition, the transfer function models
developed using the solar wind as an input and the 6.6 - 9.7
MeV channel as an output may be of possible use. The
channel containing electrons with energies between 9.7 - 16

% leV was also related to the solar wind via a transfer
function with a reasonable forecast standard error.
Finally, most of the transfer function models derived with

4the solar wind considered as the input to a given channel
resulted in delay parameters of about 2 days between the
input change in solar wind velocity and the observed output
change in electron flux which supports findings from prior
s tud i es,. ...
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